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1. 	 M-~~ t aJ (a) Newtonian fluid and non-newtonian fluid (b) Confined flow (c) 

Cavitation (d) Viscous region and inviscid region (20%) 

2. 	 30°C 7j({E - .K~~ D = 0.02527 m ~~ * pq 1.:1. 285 Llmin fA itt$- ilrLtIJ ' 30°C 7j(fA 

lltIJt.5 ;~1~it(kinematic viscosity) \) = 0.801 *10-6 m 2/s ° ti\.;t<, J:t. ~ Jt i!it(laminar 

flow)~ -f-ifit(turbulent flow) ° (15%) 

3. 	 1; - ~ ~ * ~~~ * -T ' J:t. pq :g~ 1; 70°C fA 7j({E i!it tIJ ' !ItT dii 1;,t~ pq ~~ ~ 50 

mm ' !tiT dii 2;,t pq ~~~ 100 mm ' e.. ~o{E !ItT dii 1 Lt fA -if- H] in'll! ~ 8 mis' tsi, *­
7j({Eifit £ !tiTdii 2 81-~ r 111 it11 ( 70°C 81-7j(fA l! ~~ 978 kg/m3 ) ° (15%) 

(a) inUt(V) (b) H~int$- (Volume flowrate) (c) j:Yi!it$- (Weight 


flowrate) (d) ~f:iJ1'L$- (Massflowrate) 


4. 	 if; -!;l4h I~ 4 °c ~t7j( tf ' y J:t. j: y ~ 40 N ' m1 {E ~t. j: 0.85 ~ ith tf ' M P.-Jt;r- J:t. 
j: I-~ 55 N ' ti\.;t<,t~-!;l4h~H~(m3)~l! ~(kg/m3) (15%)0 

5. 	 7j(;,tl!.~.vf~~iQ"'JL't1R.m .i!&t~& G 11("'1ft~ lIs)lj!1t"t~tt , e..~o G ~ 

tIJ fJ (power) P , ;jfH~(volume) V ~7j(tIJ fJ~.5 i·t,iH~it(dynamic viscosity) f1 ~ 

""it ' "Ii:. ~A I1iI ok ~ tIT(dimensional analysis) ~ , {f> '4- G ~ JP • (15%)
JLV 

6. 	 Hazen-Williams equation (V = 0.84935CRo63S054)'t~!m *tt Jf-*i!it~7K~JU~ 

!k ' 1~1-ko if; 7j(* * ~~ 600 mm ' {- -& 700 m ' C = 100 (a)'t in'L y ~ 0.4 m3/s 81- ' 
tsi, MJt in'L ~~ Jit. 7j( * ~ 7j(.aJ{;fJ! !k (m) ~ 1or? (b)1~l-ko t~ 1f .#R #r iIi6 ~~ ~!l A; 65 

m' ~fJ ~ 132 kN/m2 , *~*iIi6~~~!l~ 71 m' ti\M{-.#R*iIi6~~fJ(kN/m2) 

~1or? (20%) 
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1. 	 Parasitism 

2. 	 Passive diffusion 

= ' rp~:g:~!M§t~J! (~90 5t) 

l. 	§~rp~ COD .,!~il&J! : 

(1) 	Q£lliJlT~Jjj~@~~Ef3 EI'~mJW:~U ' ~&~:Jjf~rt~f6J ? (5 5t) 

(2) 	&1JDA1ifr[@~*8~ , ~)j4j~~fDJfi-=ft:l? ~&~:Jjf~rt~fDJ ? (5 5t) 

(3) 	:$(D*1JDA~[~L~.1ifr[@~*g~~¥~ COD ::C~5*:$(DfDJ? (5 5t) 

~) 1ifr[MQ••Z~~fi~~&~~N'~fflM~mZ~~~M~A~ 
~ , §~M~f*EB~§5t8)j~¥~ COD Z~5*:$(D fDJ? (5 5t) 

2. 	 §~§5t8)j CFC fj~~J~~Hi~t~8111iHtfF}il~I~~&~:Jjt£rt~fDJ ? (5 5t)x.~ 

NO ff1±8~ZfJE~i&~~fDJ? (5 5t) 

3. 	 M'25°CT'1JDNaHC03M'7j(cp~~/~5J1N~ 10 2M 'l'"§tIi$T5~N5&~' 

§~{:&T!II ' !IIMffl5~UZ pH ~{DJ? (105t) 
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4. 	~25°CT' 1JDNa2HP04~7.Kcp~~,~5J1Jjtf.010 4M' Ka1 =7.5 x I0-3 
, 

Ka2=6.2 x I0-8 
, Ka3=4.8xlO-13g~~1G~5§~ , §~{:&F:f~te 

( 1) 	 Jt;.~~j:rt(3 51) 

(2) 	~T5J~1ti:rt(3 51) 
(3) 	PJ~s~f:rZ&~Bt£*EB(4 51) 

5. 	 Sterilization W Disinfection B1~:W~fiJ] ? §~-&$-fj1it~'!B1~f*::tJ5t 0 

(1051) 

7. 5¥1c~fi1:.~PJt)51mrr&±tm roJ1c1'FmWrr&±tm~~~1'Fm ' 1~:tfB1~~~ 
~1Iiu~nl1~[Z]J~ ? (20 51) 



~PJT: ~~~ 
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Part A. Choose the correct answer. (5 points/each) 

Definition for question 1 to 5: A non empty set V, any pair of whose elements can be 

added and each of whose elements can be multiplied by an arbitrary scalar of a set S, is a 

vector space over S if an only if for all -:, -:' and ~ in V and all a, b in S. 

1. ( ) If ~ + -: is a membe of V, it is known as 

(l) V is closed under vector addition. 

(2) associative law of vector addition. 

(3) commutative law of vector addition. 

(4) existence of additive inverse. 


) If ---4 ---4 - -4 ---4" kn
2. ( u + ....~ - v + u' It IS own as 

(l) V is closed under vector addition. 

(2) associative law of vector addition. 

(3) commutative law of vector addition. 

(4) existence of additive inverse. 

3. ( ) To each -: in V there corresponds a vector --: in V such that 

~ + (- -;1)= r1, it is known as 

(l) V is closed under vector addition. 

(2) associative law of vector addition. 

(3) commutative law of vector addition. 

(4) existence of additive inverse. 

4. ( ) If a-;7 = -;1a is a member of V, it is known as 

(l) V is closed under mUltiplication by scalars. 

(2) scalars distrtribute over vector addition. 

(3) vectors distribute over scalar addition. 

(4) associative law of multiplication by scalars. 

5. ( ) If (a + b)-;1 = a-;1 + b-;1, it is known as 

(1) V is closed under multiplication by scalars. 

(2) scalars distrtribute over vector addition. 

(3) vectors distribute over scalar addition. 

(4) associative law of multiplication by scalars. 
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6. 	 ( ) Which statement is wrong? 

(1) The rank ofa zero matrix is O. 	
, 

(2) The rank of a nonzero matrix A is the largest integer r+ 1 for which there 

exists an rth-order minor ofA whose value is not zero. 

(3) The rank of a matrix is not altered by any sequence of elementary operations. 

(4) A matrix B is equivalent to a matrix A if an only if nonsingular matrices P 

and Q exist such that B = PAQ. 

7. 	 ( ) Which statement is wrong? 

(1) 	Any nonsingular nxn matrix can be reduced to the identity matrix In by 

elementary row operations or, equally well, by elementary column 

operations. 

(2) Any nonsigular matrix of order n can be obtained by performing elementary 

row operations or, equally well, elementary column operations on In­

(3) The mxn matrices are equivalent if and only if they have different ranks. 

(4) IfP, Q are arbitrary nonsingular matrices with P = Q-I, then B = Q-IAQ is a 

similarity transformation and B is similar to A. 

8. 	 ( ) Which statement is wrong? 

(l) A quatratic which is definite, that is, is either positive-defmite or negative­

definite, is necessarily nonsigular. 

(2) A necessary and sufficient condition that the real quadratic form 	xtAX be 

positive-definite is that every principal minor ofA be positive. 

(3) A necessary and sufficient condition that the real quadratic form 	xtAX be 

negative-definit is that every principal minor of A of odd order be positive 

and every principal minor of even order be negative. 

(4) The value of a Hennitian form is real for all values of its variables. 

9. 	 ( ) Which statement is wrong? 

(l) A matrix is singular if and only if at least one of its characteristic values is 

zero. 

(2) IfA is a square matrix, A and AT have the same characteristic values. 

(3) 	If A and B are similar mtrices, then A and B have the same characteristic 

equation. 

(4) A characteristic vector 	of a square matrix can correspond to two distinct 

characteristic values. 

10. ( ) Which statement is wrong? 

(1) The characteristic values of a hermitian matrix are all real.. 

(2) The characteristic values of a real symmetric matrix are all complex. 

(3) The characteristic values of a skew-hermtian matrix are all pure imaginary. 



~PfT : ~tJi:~ 
f4§ : Il~I£~(4) 

(4) Every nxn hennitian matrix has n linearly independent characteristic vectors. 

Part B. (10 points/each) 

1. X 
2
y' + xy = 1------------------------------------------------------------------------------------ (10%) 

2. (x - y)dx + xdy = 0 -----------------------------------------------------------------------(10%) 

" 2·3. Y + Y = X SIn X ---- - - -------------------------- - ----------- ------------------------------ (10%) 

4. I - I { (S: 1)2 } ------------------------------------------------------------------------(1 0%) 

5. Apply the Laplace transfonn method to solve following initial value problem. 

2y'" + 3y" - 3y' - 2y =e- I 
, yeO) = 0, y'(O) = 0, y"(O) =1 ------------------(10%) 
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2 / 3 
2. 	 *!?EJ~ f(x) = X - X IT [-1, 2] .-t81ffif.tW~§fit~fH? (15%) 

3. 	~y -_ (x 
2 

+ 1)Fx+5 , -fr dy ? 
-= x - 2 /J'-. dx (10%) 

rl 
-I d

4. 	* Jo tan X x ? (10%) 

5. 	*EI3ttMo/j~,* y = x 2 W:R~,* y = X PJT !Ilpx:~f$Z~lH,* y = 2 f1£"PJT1~M"R81 
mfl? (15%) 

6.~~10~ll~~4~~WR-~m~mm:R~A~$'~T~M~'~~81mm 
~ p = 30 fr%liLJJfl,R , *IE~j~t&*iii81tJ? (10%) 

roo 6 -2xd 
7. * Jo x ex? (10%) 


