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Answer the following questions: 

1. Please "read the article. Write the abstract in English and no more than 
300 words. In the abstract, it should include the followings: 
a. Main issues (10%) 
b. Research methods (5%) 
c. Data collection procedure (5%) 
d. Results (10%) 
e. The findings (20%) 

2. The two basic theories in this article are the cultural historical activity 
theory (CHAT), and the Knowledge Navigator Model (KNM). Which of 
these two theories is the most important? Why? The least important? 
Why? (150/0) 

3. Evaluate the advantage and disadvantage of the statistic analysis 
method in this article. (10%) 

4. What is the management implementation that we discussed the 
research result and finding in this article. (10%) 

5. What are the components of the tendency of all barriers to knowledge 
flow? Explain how the tendency is related to the other barriers 
dimension. (150/0) 
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Exploring barriers to knowledge flow at different knowledge management 
maturity stages 

1. Introduction 

In implementing a KM system in an organization, it is important 
to understand what and how different barriers to knowledge flow 
affect its progress, as well as knOwing how both your firm and your 
opponents can win in the competitive environment. Hence. it is 
important for organizations to assess difficulties they may meet 
while implementing KM initiatives. 

During the last few decades, there have been several KM 
initiatives that have been widely studied. An industry survey of 
811 large enterprises in North America and Europe conducted by 
Desouza [10] in 1999 revealed that 90% of them recognized the 
importance ofKM, and most of them had KM activities underway. 
In addition. a study by AMR Research 13) estimated that companies 
in the United States would spend close to $85 billion on KM in 
200B, an increase of nearly 16% from 2007. 

To business entities, KM is an essential managerial activity if 
they are to sustain their competitive advantages in today's 
information economy. There has been a corresponding wave of 
interest both from researchers and practitioners recently. Knowl­
edge has been recognized as a critical resource (28). as it provides 
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the foundation for competitive advantages. Knowledge allows 
organizations to predict the nature and commercial potential of 
changes in the environment, as well as the appropriateness of their 
strategic decisions. The ability of firms to capture. organize, and 
disseminate knowledge allows them to improve the quality of 
decision making. process efficiency. customer satisfaction, and cost 
control. As knowledge has been widely recognized as a valuable 
resource in helping organizations to sustain competitive advan­
tages, firms are increasingly investing in KM initiatives to promote 
the sharing. application. and creation of knowledge to develop 
more competitive situations and attain business goals [22.16). 

Still, there are a number of challenges that arise during the KM 
developing progress. For example, knowledge is a complex and 
multi-faceted concept in and is embedded in many entities andfor 
activities in an organization, including the organization's culture. 
policies, documents, and the employees (15). The problems of KM 
implementations vary according to the context and KM maturity 
level. While research into and practices ofKM have recently grown 
rapidly, the KM field has been criticized as being confusing due to 
lack clarity with respect to its definitions and framework. To 
overcome these problems, Knowledge Management Maturity 
(KMM) [211 provides a way to evaluate each level ofKM progress; 
in this context maturity is the extent to which a specific process is 
explicitly defined, managed, measured. controlled, and effective . 
Although many studies have considered the potential benefits of 
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KM. very little attention has been paid to surveying professionals 
about their way of developing KM and assessing the issues related 
to its maturity and clarity [41. 

In our study. we first proposed that barriers to knowledge flow 
are likely to be different at different KM maturity levels. We 
therefore explored what and how they are changed when KMM 
levels change. and examined the influence and impact of change at 
each level. To achieve this. a revised CHAT model (20) was used to 
classify the barriers comprehensively, and a Knowledge Navigator 
Model (KNM) (14), was adopted to evaluate the KM maturity level. 
In order to explore the dynamics of the barriers to knowledge flow 
in different KMM levels. a longitudinal observation survey. 
questionnaires, in-depth face-to-face interviews, and quantitative 
analysis were conducted with the cooperation of KM experts in 
seven firms. 

2. Theoretical background 

2.1. Know/edge flow 

Although knowledge flow is invisible it works with any 
cooperative team, whether used it intentionally or not. It has 
been defined as a process of knowledge passing between people or 
knowledge processing mechanisms; Zhuge [30] stated that it was 
"the passing of knowledge between nodes according to certain 
rules and principles." Here a knowledge node is a team member or 
role. or a knowledge portal or process. A node can generate. learn 
process, understand. synthesize. and deliver knowledge. Organi­
zational knowledge flows can be greatly facilitated if knowledge is 
codified; i.e. packaged into formats that allow its transmission to 
other subunits. 

In our research, knowledge flow was viewed as experience and 
knowledge that was independently created and exchanged by any 
organization interacting with another organization in order to 
diffuse, accumulate. or share knowledge. In addition, knowledge 
flow was seen as a process whereby knowledge was passed 
between people or mechanisms. In order to describe and classify 
the barriers to knowledge flow. we adopted a revised CHAT model. 
see Fig. 1. 

2.2. Determinants ofand bamers to knowledge flow 

Several factors affect the perfomlallce ofknowledge flows. such 
as 

• the value of the source unit's knowledge stock, 
• the motivational disposition of the source unit, 
• the existence and richness of transmission channels, 
• the motivational disposition of the target unit, and 
• the absorptive capacity of the target unit. 

These factors can be classified into dimensions of knowledge 
source, receiver. and processing mechanism. 

Communil)' 
Context 
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Knowledge Knowledge Knowledge 
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Tools 
Mechanism 

FIg. 1. A revised CHAT model applied to knowledge flow 1121. 

Also, knowledge flow is probably influenced by knowledge 
transfer. source. receiver, and context. Knowledge flow has three 
crucial attributes: direction, content. and carrier; these determine 
the sender and the receiver. the sharable knowledge content, and 
the media. The related entities include factors of knowledge flow 
that can become barriers if they are not given the appropriate 
attention or properly applied. The theory of reasoned action 
employed extrinsic motivators, social psychological forces, and 
organizational climate factors to explain the individual's knOWl­
edge sharing intentions Pl. In our study. we adopted the revised 
CHAT model that has been found to be a useful approach to 
classifying the determinants of knowledge flow in the healthcare 
industry, and added other factors derived from various other 
studies. For commercial business operations, we classified the 
relevant determinants and barriers to knowledge flow onto five 
dimensions: knowledge characteristics. knowledge source, 
knowledge receiver. contextual factors, and mechanisms. see 
Table 1. 

2.3. Know/edge management maturity model 

Organizations implement KM practices and technologies based 
on the promise of increaSing their effectiveness, efficiency. and 
competitiveness. Maturity is the extent to which a specific process 
is defined. managed, measured. controlled. and effective. [n 
practice, it can be considered as a way for organizations to achieve 
their KM maturity level and to adopt an adequate strategy. 
Maturity models that depict the development of an entity are a 
natural application of the life-cycle process and they can be used to 
advance maturity by identifying and implementing the steps 
required to move to a higher level. In this context. the KMM was 
conceived to aid KM implementation. 

There are various well-known maturity models for different 
purposes, such as the Capability Maturity Model (CMM) and the 
Capability Maturity Model Integration (CMMI) for software 
development published by the Software Engineering Institute 
with five levels of maturity. from initial, repeated. defined, and 
managed, to optimizing 125]. Some of the KM maturity models 
used in practice are KPMG's Knowledge Management Framework 
Assessment Exercise-Knowledge Journey: Tiwana's 10-Step KM 
Roadmap; Kochikar's KMM Model, which is used in Infosys' KM 
program; Siemens's Knowledge Management Maturity Model 
(KMMM); Wisdom Source's Knowledge Management MatuJity 
Model (K3M); APQC's Knowledge Management 'Maturity Model 
APQC's Stages of Implementation; and a General KM Maturity 
Model (G-KMMM) that encompasses the initial, aware, defined, 
managed, and optimizing stages; they are differentiated in tenns of 
their characteJistics related to the people. process, and technology 
aspects of KM (22). 

Maturity in KM is seen as a series of dynamic stages that can be 
completed through consistent and concentrated efforts. To sustain 
continuous growth, firms need to advance to the next level of 
maturity. KPMG presented four KM key areas in its model: people, 
process, content. and technology. with each having activities to be 
completed. Firms can be assessed according to the way that they 
implement these activities by applying the five-level Knowledge 
journey, which includes: Level I: Knowledge Chaotic; Level II: 
Knowledge Aware; Level III: Knowledge Focused; Level IV: 
Knowledge Managed, and Level V: Knowledge Centric. Tiwana 
advanced the 10-step KM Roadmap by classifYing it into four 
phases: (1) infrastructural evaluation; (2) KM system analysis . 
design, and development: (3) system deployment; and (4) 
performance evaluation. The 10-step KM roadmap connects 
business strategy and KM, and assists in deSigning, developing. 
and deploying a KM system, which can then be used to deliver 
actual business results. 
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Table 1 

Relevant determinants of knowledge flow found in the literature. 


Dimension Barriers to knowledge flow and (soUTce] 

Knowledge characteristics Ambiguity [20] 
Non-validated knowledge [20( 

Knowledge source Unwilling to devote time and resources to sharing knowledge (20] 
Fears about job security [24,12] 
Low awareness and realization of knowledge sharing (2D.241 
Fear loss of ownership [25,23] 
Not adequately rewarded [20,25] 
Sense of self-worth [201 
Poor communication skills \24) 
Lack of trust in people 112,5] 

Knowledge receiver NIH syndrome (20[ 
lack of absorptive capability [20.9) 
lack of retentive capacity 
lack of trust in knowledge 124,121 
Untrustworthiness ]7.5] 
Lack of contact time and interaction [24] 
Differences in experience level (i.e. individual perceptions of approachability) [24] 
Difficult relationships [7] 
Lack of awareness 

Contextual factors CUlture and cultur.u characteristics 120.5] 
Organizational structure 

Poor physical work environment 
lack of spaces to share 
Excessive size of bUSiness units 

Tlllle and resource constraints 
Lack of organizational incentives (5.131 
Lack of leadership [20.5] 
lack of complete or standard regulations (14J 
lack of coordination between unics [24) 

Geographical dispersion 
Context differentiation 
Competitiveness 

Different languages (5) 
OVerly technical terminology [18] 

Mechanisms Lack of tangible mechanisms such as telephones. conference rooms or computer networks [12] 
Failure to develop a transactive memory system [5] 
lack of intangible mechanisms such as unscheduled meetings. informal seminars, or coffee break conversations [12J 
Lack of integration of IT systems and processes [8] 
Lack of compatibility among diverse IT systems 
Unrealistic eXpectations of employees and mismatches with individual needs [27J 
Employees lack familiarity and experience with new IT systems 
Lack of training regarding new IT systems 
lack of communication with employees about the advantages of the new system 11.21 

Source: This research. 

A comprehensive KM maturity model is necessary to navigate 
and assess the development of KM. However, the current KM 
maturity models lack an evaluative framework with detailed items 
and procedures, and this might result in low procedure compre­
hension by users and researchers. The Knowledge Navigator Mode] 
(KNM) proposed by Hsieh et al. can thus be used to evaluate an 
enterprise's KMM with regard to its culture, knowledge process, 
and technology. On the basis of an assessment of KNM, a finn is 
placed in one of five stages. Stage I; Knowledge Chaotic; Stage II: 

Table 2 

Some well-known KMM models. 


Knowledge Conscilmtious; Stage Ill; KM: Stage IV: KM Advanced, 
and Stage V: KM Integration. Details of some of the well-known 
KMM models are shown in Table 2. 

2.4. Know/edge Navigator Model KNM 

The basic concept of KNM was developed along with the 
Capability Maturity Model for Software (CMMI) and the Road Map 
to Knowledge Management Resu[ts Stages of Implementation. 

KMM model KMM Levell 

KPMG Knowledge Journey 
llwana's 1()-step KM Roadmap 

Kodlikar KMM model in Infosys 
Siemens KMMM 
APQCKMMM 
G-KMMM 
HsiehKNM 

Knowledge chaotic 
Infrastructural 
evaluation 
Default 
Initial 
Initiate 
Initial 
Knowledge 
chaotic stage 

KMM level II 

Knowledge aware 
Analysis. design. and 
development 
Reactive 
Repeated 
Develop 
Aware 
Knowledge conscientious 
stage 

KMM Level III 

Knowledge focus 
System deployment 

Aware 
Defined 
Standardize 
Defined 
KM stage 

KMM level IV 

Knowledge managed 
Performance evaluation 

Convinced 
Managed 
Optimi:ze 
Managed 
KM advanced stage 

KMMl..eveIV 

Knowledge centric 

Sharing 
Optimizing 
Innovate 
Optimizing 
KM integration stage 

Source: This research. 
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Level II 
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computer 
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way. members ha\'c basic 

Fig. 2. Three target management objectives in telms of KNM 1241. 
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The organization has 
a technicill 
environment to 
supportKM. 

The employees are 

aware ofthe 
importance ofKM. 

TIle employees define, 

share, capture, store, and 

use knowledge. 

The orgallization 
nurtures a technical 
environment for KM. 

The KNM basically consists of two major frameworks: the 
evaluation framework collected users' preferences for assessment, 
while the calculation process counted the evaluation scores to 
determine the KM maturity stage. This method was adopted to 
assess the knowledge maturity level of enterprises in Taiwan by 
CPC (theehina Productivity Center), which was the first and is now 
the largest management consulting agency in Taiwan. In the last 
few decades. many firms (especially public companies) in Taiwan 
have been evaluated using KNM to categorize their KM develop­
ment and identify their KMM stage. In addition, our sample 
companies' KM implementation. all operate under epC's guidance. 
The content of three target management objectives and the 
characteristics of the KNM's five levels are shown in Fig. 2. 

3. Research methodology 

We approached our research mainly from a knowledge flow and 
KMM perspective, and the process primarily involved a longitudi­
nal swvey, using questionnaires containing items related to 
barriers to knowledge flow, KMM model, and the background of 
the sample companies. In order to probe more deeply into barriers 
differences, KMM level, and the sample firms' background 
variables, face-to-face interviews using content analysis proce­
dures were conducted with senior experts from the companies; 
our content analysis involved both descriptive and thematic parts. 

Fin'ally, ill order to confirm and strengthen our research findings. 
the Delphi method was used to obtain consensus with regard to 
expert opinions through a series of questionnaires that collected 
and aggregated experts' informed judgments on specific questions 
and issues. The Delphi study used people who had been actively 
involved in a number of KM implementations as either a manager 
or a principle investigator. 

3.1. Research process 

The process of data gathering resembled using a filter to 
continuously extract data. Some temporary conclusions were 
obtained in the initial analysis and the semi-structured question­
naire was continuously modified based on the conclusions of each 
phase: i.e. the data was re-checked in the next phase of interviews 
and then re-confirmed by Delphi analysiS. Semi-structured 
questionnaires were designed to conduct in-depth interviews to 
acquire open-ended data, as this allowed the participants to 
digress and helped researchers to obtain broader and deeper 
information about knowledge flow at different KMM stages. 

Barriers to knowledge flow were collected from earlier studies 
and then categorized into the following five dimensions of the 
revised CHAT model: knowledge characteristics, knowledge 
source. knowledge receiver, contextual dimension. and mecha­
nisms. In-depth interviews with experts at the firms were 
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•A revised CHAT modelts used to categorize the related determinants about \ 

knowledge flow 
•KNM Model is used to evaluae the KMM level ofsample firms 
'In~deplh interview is used to collect data broadly and deeply 

-Content analysis is used to analyze the interview transcripts 

\ 

•Delphi method is used to confirm and stregthen the research findings from 
content analysis 

Fig. 3. The research process. 

conducted to find any missing barriers. TIle finns were then 
evaluated using a KNM assessment to identify their stage: 
Knowledge Chaotic, Knowledge Conscientious, KM. KM Advanced. 
or KM Integration. Finns at every KNM stage were invited to 
participate in our research. 

The in-depth interviews were used to collect general data. and 
content analysis was then used to analyze it. with some 
phenomena using different perspectives or KNM stages. The 
Delphi method was then used to obtain consensus on the opinions 
of the experts through a series of questionnaires that collected and 
aggregated responses to specific questions. The research process 
and tasks in each phase is shown in Fig. 3. 

32. Instruments 

The survey instruments used in our study were designed to 
measure the barriers to knowledge flow and the level of KM 
maturity with respect to the prior research process as shown in 
Fig. 3. The pre-test and post-test were conducted using ques­
tionnaires from previous studies to evaluate the KM level of each 
selected firm both before and after face-to-face interviews. A 
Delphi survey interview guide was used to test the findings of 
content analysis empirically. and to explore the relationships 
between barriers to knowledge flow and KMM level in more detail. 
All of the instruments were provided in both English and Chinese 
so that participants fluent in either language could understand the 
questions. These instruments were tested in several stages and 
were found satisfactory. reliable. and valid. All of the interviews 
were audio-taped and transcribed verbatim. In addition to the 
interview content. observations and informal conversations also 
played important roles in the process of data collection. If the 
information was ambiguous or insufficient, we contacted the 
interviewee again to recheck the data. The questionnaires and 
interviews were guided by the interview instrument, as shown in 
Appendix A 

3.3. Data col/ection 

A total of 37 barriers to knowledge flow were discovered from 
reviewing the previously published literature; they were classified 
into tIle five dimensions of the revised CHAT model. In-depth 
interviews were then used to collect data from the selected 

companies. A pre-test was used to evaluate the KM maturity level 
of the sample firm before the interview. This helped the 
interviewers to understand the effects of the barriers to knowledge 
flow in each KM maturity level. In addition. some interesting and 
significant concerns from experts were revealed during this phase. 
Also. the interviewees were able to check the significant barriers to 
knowledge flow in their own companies before attending their 
interview. 

A semi-structured questionnaire was designed for the in-depth 
interviews with managers from seven companies who had 
implemented knowledge management in Taiwan. This semi­
structured questionnaire allowed researchers to capture detailed 
data about the issues and allowed flexibility in exploring additional 
issues raised by the participants. 

Data collection occurred from February 2009 to July 2010. The 
data sources included nonparticipant observation. a pilot version 
questionnaire. face-to-face interviews. a post-test. stimulus-recall 
reports. and finally. a Delphi analysis. 

3.4. Sample characteristics 

As a part of the longitudinal survey. the subjects and 
participants were selected based on their having no confidentiality 
concerns and being available fOl" longitudinal observation. Seven 
companies were selected according to their KNM level in cpes list. 
with one company from KNM levels l.lI. and V. and two companies 
from KNM levels II and Ill. There are few companies at KNM level V. 
and therefore we invited IBM. to participate in our research. The 
sample companies and the major participants who were asked to 
participate in the survey and interviews are shown in Table 3. Each 
interviewee was asked to evaluate their company's KNM stage 
before and after the interview. The participants in this study were 
closely engaged in KM and had a rich variety of related practical 
experiences. 

4. Analysis and results 

4.1. Analysis process 

The first stage in the qualitative analysis was to examine the 
transcripts of the face-face interviews in order to determine their 
structure and the direction of the interaction. All the information 
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Table 3 

The profile of subjects and partidpants. 


Subject Partidpant 

Sample KNM stage Industry Established (years) Employees Position Department Tenure 

A 1 Electronics 23 10,333 Senior Supervisor Presidenrs Staff Office 4 
B II Chemicals 54 1300 Director Information Technology Division 15 
C III Electronics 25 19,000 General Manager Research and Development Department 5 
D 1Il Consulting services 55 433 Associate Vice-President Planning and Training Division 11 
E IV Automotive 39 1900 Deputy General Manager Knowledge Department Section Corporate 11 

Planning Division 
F IV Steel 37 9400 Administrator Manpower Development Section Human 33 

Resource Department 
G V Consulting services 99 390,000 Executive Central and Southem Taiwan 19 

from the surveys and interviews was coded for statistical and 
content analyses. Descriptive statistical analysis was employed to 
the structured questions, while thematic analysis was used to 
analyze the interview transcripts to obtain open-ended data. Thus 
the interview data was narrowed down to information-rich 
quotations that were ultimately placed into thematic categories. 

The content of all the interviews had been transcribed from audio­
tape records using a standard word processing program. All of the 
transcripts were reviewed by experts and the statements pertaining 
to key themes. that had been pre-determined from prior literature. 
were highlighted. In order to ensure the quality of the content 
analysis. three experienced researchers were invited to participate in 
our study. All disputes about statement selection or major themes 
were discussed until a consensus was reached. if possible. 

To analyze the findings and better understand the research 
implications, all the barriers were mapped onto the revised CHAT 
model and then simplified into four dimensions as shown in Table 
4. 

4.2. Reliability and validation 

In our study. the research design combined several methods 
with the criteria of credibility. transferability, dependability. and 
conformability to enhance the reliability and validity ofthe results. 
as well as triangulation by the use of multiple. different methods. 
investigators. sources, and theories to obtain corroborating 
evidence. 

The content validity of the survey instruments was established 
by adopting instruments that had been used and validated by other 
researchers. The validation ofreliability and inter-coder agreement 
was measured to ensure the trustworthiness and authenticity of 
our analysis. After several rounds and discussion by experienced 
researchers, 276 themes were found from the content analysis. and 
237 of them were selected by all three coders. Thus the degree of 
inter-coder agreement was 93.2%, and their reliability was 96.7%. 
The classification among the coders presented a consistent 
viewpoint with regard to the thematic analysis. Moreover. 
company G at Stage V in the KNM was too mature to exhibit 
many barriers to knowledge flow. The details of the reliability and 
inter-coder agreement are shown in Table S. 

4.3. Results ofcontent analysis 

After analyzing all of the responses from the interviews. data 
gathered from the participants was used to summarize major 
findings from interviews and content analysiS. as shown in Table 6. 

In addition. there were some barriers revealed through analysis 
of the face-to-face interviews; these rarely appeared in previous 
studies but were significantly related to the performance of the KM 
implementations, and include lack of authority (027). technopho­
bia (RI2). lack of trust in system security (532). and systematic 
knowledge documentation (M24). 

4.4. Results of the Delphi survey 

A two-round Delphi survey was used to strengthen the 
findings: the first was held in June 2010. after the data analYSis 
and the second was conducted one month later. Twelve experts 
were selected from the middle management level of public 
companies in Taiwan; all of them were familiar with KM 
implementations. the ecosystem of knowledge flows in business 
organizations. and KM maturity models. In order to avoid any 
subjective bias, the 12 panelists were selected from different 
companies. 

The panelists were asked for their comments on: (1) the 
importance of barriers to knowledge flow; (2) the appropriateness 
and importance of each barrier to knowledge flow; (3) the 
potential relative importance of barriers in each KMM stage; and 
(4) the tendency of the barriers to knowledge flow along with KM 
maturity level changing. In addition, they were asked to describe 
the reason that they agreed or disagreed with questions shown in 
Appendix A. A five-point Ukelt scale was used for responses. All 
respondents replied the first round and an agreement level of 
greater than 85% was found. The results of the Delphi study after 
two rounds were: 

(1) The significant dimensions of barriers to knowledge flow at 
each KMM level. 

In KMM level I. contextual dimension was regarded as the 
most important domain by most of the expelts. Most 
companies were in this stage and had just realized the 
importance of KM. but the size of these firms was'relatively 
small and their resources for KM implementation were limited. 
Their major managerial activities were general business 
operations and routines. For these companies. the ,first KM 
task was to determine how to identify and extract knowledge 
from documents and processes. In addition. the type of 
knowledge at this stage was usually unstructured and needed 
to be translated into structured and explicit formats. such as 
standard operating procedures (SOP) or official documents. 

In KMM levels II and Ill, mechanism was the main domain. 
since companies at this stage were able to engage in I<M 
implementation and were ready to construct suitable medla­
nisms. such as a KMS. to undertake KM activities more 
efficiently. Its principle functions were to facilitate: conversion 
of data and text into knowledge; conversion of individual and 
group knowledge into accessible knowledge; linking of people 
and knowledge to others and structure the knowledge; 
communication of information between groups; and creation 
of new knowledge that would be useful to the organization (17). 

In KMM Level IV, the role of knowledge characteristics and 
its complex nature were more important, especially in how to 
transfer tacit to explicit knowledge. There are many examples 
of companies that have not accomplished their objectives in 
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Table 4 

Codes of themes. 


Dimension 5ub-dimension Barriers to knowledge flow Code 

Knowledge characteristics 

Knowledge source 1. Lack of motivation 

2. Lack of ability 
3. Lack of [JUst 

Knowledge receiver 1. Lack of motivation 

2. Lack of ability 

3. Lack of [JUst 

Contextual factor Relationships between 
knowledge sources 
and knowledge receivers 

Organizational context 

Other contextual factots 

Mechanisms Lack Qf mechanism 

Lack of integration 

Lack of training 

1. Ambiguity COl 
2. Non-validated knowledge C02 

1. Lack of time 511 
2. Fear of redudng job security S12 
3. Low awareness and realization of knowledge sharing S13 
4. Fear of losing intellectual property rights 514 
5. Not adequately rewarded 515 
6. Threat to sense of self-worth 516 
1. Poor community skills 521 
1. Lack of trust in people 531 
2. Lack of trust in system (security)" 532 

1. NIH syndrome Rll 
2. Technophobia· R12 
1. Lack of absorptive ca pability R21 
2. Lack of retentive capacity R22 
1. Lack ohrust in knowledge R31 
2. Lack of trust in system (security)" R32 

1. Un[JUstworthiness 011 
2. Lack of contact time and interaction 012 
3. Differences in experience level 013 
4. Difficult relationships 014 
S. Lack of awareness D15 
1. Culture and cultural characteristics D21 
2. Organizational s[JUcture 

Poor physical work environment 
Lack of spaces to share 
Excessive size of business units 022 

3. TIme and resource constraints 023 
4. Lack of organizational incentives D24 
5. Lack of leadership 025 
6. Lack of complete or standard regulations 026 
7. Lack of authority" 027 
1. Lack of coordination between units 

Geographical dispersion 
Context differences 
Competitiveness 031 

2. Different languages D32 
3. Overly technical terminology 033 

1. Lack of tangible mechanisms M1l 
2. Failure to develop a transactlve memory system M12 
3. Lack of intangible mechanisms: unscheduled meetings. M13 
informal seminars, or conversations 
1. Lack of integration of IT systems and processes M21 
2. Lack of compatibility between diverse IT systems M22 
3. Unrealistic expectations of employees and M23 
mismatch with individual needs 
4. Lack of coordination in knowledge documents M24 
1. Employees are unfamiliar with and lack M31 
experience with new IT systems 
2. Lack of training of new IT systems M32 
3. Lack of communication with employees about M33 
the advantages of the new system 

• Additional determinants of knowledge now from face-ta-face interviews. 

knowledge-sharing due to the large diversity of potential 
sharing barriers and the types of knowledge (24). However 
most KM implementations have successful and their KM goals 
are refining knowledge and creating niches storing their 
intelligence assets. 

In KMM Level V. people (both knowledge providers and 
receivers) and contextual domains are simultaneously impor­
tant, since the companies at this stage are mature enough to 
extract and store rich tacit and explicit knowledge within their 
knowledge management system. Previous debates about 
knowledge sharing and management diSciplines usually argue 
that it is mostly about people and adaptations to the social 
dynamics of the workplace rather than technology. The main 
task for companies at this stage was found to be strengthening 

positive interactions between providers and resources by 
developing a suitable context. 

(2) The significant barriers to knowledge flow in each KMM level. 
Participants responded to this section by using a Likert scale 

from 1 to 5, indicating the degree to which they agreed or 
disagreed with the questionnaire statements. The means and 
standard deviations of analyses at different KM maturity levels 
were computed from the participants' responses, and these are 
presented and coded in Table S. Most of the participants 
endorsed the concept that a better understanding of barriers to 
knowledge flow at each KMM level played a positive role in 
their current KM implementations and experience. Among the 
42 items, all received relatively significant means (M> 3.0), 
suggesting that they were common beliefs held by the 
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Table 5 

The reliability and inter-.<oder agreement of the thematic analysis. 


KNM stage II III IV V Total 

Finn code A B C D E F G 

Selected themes 38 37 67 57 33 34 10 276 
Agreed themes 34 33 61 48 28 28 9 237 
Inter-.<oder agreement 0.944 0.943 0.953 0.914 0.918 0.903 0.972 0.932 
Reliability 0.971 0.971 0.976 0.955 0.957 0.949 0.953 0.965 

Table 6 

Main findings and significant baniers in each KMM stage. 


KMM stage Main findings 	 Dimension Significant barriers 

Organizations and their members have low awareness of the 
importance of KM, and a lack of leadership 
Lack ofleadership (D25) is the critical barrier to knowledge flow in 
this stage 

II 	 Managers sense the importance of KM to their organization. but 
their members and KM related mechanism are not ready for 
knowledge sharing 
Lack of time (511). lad< of leadership (025). and the unrealistic 
expectations of employees and mismatch with individual needs 
(M23) are the most critical barriers in this stage; showing a gap 
between top managers and employees 

III 	 The unrealistic expectations of employees and mismatch with 
individual needs (M23) are the critical barriers in this stage. 
However. interactions among members in organizations have 
frequently occurred When an appropriate reward system is 
established 

IV 	 Valuable knowledge is hard to identify and transfer. espedally 
from explidt to tadt knowledge, and one of the critical baniers is 
ambiguity in the knowledge (COl) 
A large volume of infonnation and knowledge ,Hoe common 
phenomena in this stage. and members are seriOUSly concerned 
about the compatibility between IT systems (M22) 
Valuable knowledge identification. knowledge repository. 
knowledge presentation, and mechanism integration are the main 
concerns in this KMM stage 

V 	 The barriers to knowledge flow are less significant. The real value 
of knowledge is not in the KM system. but in how the knowledge 
flows or is shared to create and sustain long-tenn business 
development. The barriers to knowledge are different from those 
in previous stages 

People (provider and receiver) 
conrextual mechanisms 

People (provider and receiver) 

Contextual 

People (provider and receiver) 
contextual mechanisms 

Knowledge Cbaractetistics 
mechanisms (integration) 

Contextual and mechanisms 
(integration) 

513.531.021.025', 
026 M23,M31 

511".532.021. D24. 
025'. D26, 033, M23' 

511.514.515012. D13. 
022,D25,031,033 
M12. M21. M23" 

COt'. 512. 522. 025. 
027',031 M22', M23, 
M24. M31 

D27',M21 

• 5ignificant(210%). 

participants; eight items (COl. C02, Sll. S15, D25. D27. M22, 
and M23) had higher means (M> 3.5). and thus were 
categorized as the principle ones, These barriers to knowl­
edge flow at each KMM stage were confirmed by experts. 
They were all strongly related to knowledge flow either 
within an organization or across the organization. and the 
relationships among them played a critical role in smooth 
knowledge sharing and its flow within the organization 
[16.11). 

(3) The tendency of barriers to knowledge flow. 
Because there are progressive changes in barriers to KM 

development over time. the barriers to knowledge flow can be 
classified into five trends: existence (the barriers never change 
as KM develops). decline (barriers lessen). ina'ease (barriers 
grow), and random (barriers are dynamic). Table 7 shows the 
direction of the various barriers to knowledge flow. 

The research findings were filtered using analysis methods for 
each task: the results are summarized in Table 8. 

5, Discussion of findings 

The related issues and implications are discussed from three 
perspectives: . 

Table 7 

The tendency ofbarriers to knowledge now along with KM maturity level changing. 


Tendency Barriers to knowledge flow 

Existence Lack of time (S11) 
low awareness and realization of knowledge sharing (513) 
Fear of lOSing the owneFlihip of intellectual property (514) 
Lack of leadership (025) 
Unrealistic expectations of employees and mismatch with 
needs (M23) 

Oecline Nor adequately rewarded (S15) 
Lack of contact time and interaction (012) 
lack of organiZational incentives (024) 
lack of complete or standard regulations (026) 
Overly technical terminology (033) 
Failure to develop a transitive memory system (M21) 
Employees lack familiarity and experience with new IS (M31). 

Increase Authority (027) 
lack of coordination between units (031) 
lack of integration of IT systems and processes (M21) 
lack of compatibility between diverse IS (M22) 
lack of systematic knowledge documentation (M24) 

Random Teclmophobia (RI2) 
lack oftrust in system (532), 
Untrustworthiness (D11) 
Culture and cultural characteristics (D21 ) 
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Table 8 

Summary of research results and ftndings. 


Task Analysis result Participant 

Literature review pre-test 37 determinants ofbaniers to knowledge flow were classified into 
five dimensions based on the revised CHAT model 

Sample firnlS selected from CPC list 

Seven sample firms were selected and categorized into five KMM 
levels from responses to the pre-test questionnaire 

Face-ta-face interviews In-depth face-ta-face interviews 

An additional four determinants (RH, 532. R27 and M24) were 
found from face-ta-face interviews 

The participants of sample 
II rms in our study 

Content analysis 226 themes refening to the initial 37 determinants were selected 
!'rom the transcrlpts 
A total of 25 determinants were found. calculated, and analyzed 
based on thek frequency in the transcripts 

The researchers in our study 

Data validation 226 themes were selected: 232 were agreed to by all the 
researchers 

The researchers in our study 

Post-test Evaluate the KM maturity level of sample firms to re-check the 
change of level during the research period 
Research findings were confinned by the experts of the sanlple 
firms 

The researchers in our study 

The participants of sample finllS in our study 

Four tendencies of baniers to knowledge flow along with KM 
Ulaturity level changing were confirnled again by experts. 

Delphi study The importance of baniers to knowledge flow in different 
knowledge management maturity levels was investigated 

The significant baniers to knowledge flow in each KMM level were 
identified 

12 experts who were familiar with KM implementations. 
the ecosystem of knowledge flows in business organizations 
and KM maturity models 

The appropriateness ofbaniers to knowledge flow were identified 

SOUTce: This research. 

(1) The barriers to knowledge flow are different at different KMM 
levels and they change in association with KM development 

nle benefits of using maturity models to explore the 
barriers to knowledge flow are that they provide the following 
a better understanding of the current status of KM activities 
when organizations are implementing KM; a road map for 
navigating the barriers in different stages; and a guide to help 
KM activities move on to the next stage (191. 

In the early stages. people and contextual domains play a 
critical role in KM implementations, and powerful leadership is 
necessary. In addition to people and contextual domains. 
mechanisms become important in KM development. especially 
in KMM stages II and III. Also, the barriers to knowledge 
characteristics become more important in the later stages, and 
the barriers are mainly progressive integration issues. 

(2) The characteristics and barriers to knowledge flow change as 
the KMM develops. 

We classified the 21 barriers into four types and these 
revealed the critical barriers at various stages of the KMM. 
Generally, most barriers at a stage were dependent on the 
behavior ofthe members ofthe organization (including leaders, 
knowledge providers. and receivers). Support from top manage­
ment and experienced leaders are very important In addition. 
the behavior and interaction of employees significantly affects 
the KM implementation. Some barriers can be eliminated or 
alleviated as KM develops: these are usually found in firms that 
have established an appropriate KM system. including an IT 
mechanism and reward system. Managers may use both ofthese 
as a measure of KM system performance. However. some 
barriers unexpectedly worsen in the latter stages of KNM and 
hence, are important in companies with a well-developed 
business, solid organization, and a higher KM maturity level. 
Most of these are related to integration, and match the 
phenomena in KMM stages III and IV. 

(3) Additional barriers to knowledge flow may occur, 

Five factors affecting knowledge flow were discovered to 
occur through seldom discussed previously. such as techno­
phobia (R12). authority (027), lack of trust in the system (5321 
R32). systematic knowledge documentation (M24). and 
intellectual property rights. Such barriers to knowledge flow 
were found in the second Round of the Delphi survey. 

5.1. Technophobia (RI2) 

In our study, we found that technophobia appeared in each 
KMM stage. but it was more important and serious in the early 
stages, especially level II. This is not only related to personality 
traits. but also depends on contextual factors. such as organiza­
tional culture and firm characteristics. People naturally resist the 
need for or use of new methods, such as sharing knowledge with 
the KMS, because of unfamiliarity. 

To deal with this barrier, we suggest three solutions that were 
proposed by the experts in our study: education before and during 
KM implementation, continuous communication, and giving KM 
activities high priority in organizations. 

5.2. Lack ofauthority (D27) 

Authority over the KMS is not the same in all organizations it is 
almost randomly assigned in each KM maturity level. but is 
especially important in the later stages. It is related to organiza­
tional structure. such as the hierarchy of the finn. KM enhances the 
value of the corporation by identifying the assets and expertise as 
well as efficiently managing resources. Security for KM is critical. 
as organizations have to protect their intellectual assets. Therefore. 
only authorized individuals may be permitted to execute some 
operations and functions (6). Knowledge documents are involved 
in issues related to authority. Authority can be considered a dual 
channel for knowledge flow. and it can control this flow in an 
Qrganization. For secure knowledge management, it is necessary to 
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extend this determinant to confidentiality, trust, and privacy, 
which are also challenges for firms. 

5.3. Lack oj trust in tile system (R33) 

Most companies develop KMS by outsourcing, as this saves time 
and money. However, as a result. members do not trust KMS 
completely with respect to the leaking core lmowledge or advanced 
tedmiques. 

Another platfonn that is more secure but conservative for 
sharing knowledge is available: employees and directors can 
upload knowledge documents to a department server instead of a 
({MS. However. the platform of a department server is limited to 
users acquiring and uploading knowledge documents - it is only 
available to the IAN of the department 

5.4. Lack ojsystematic knowledge documentation (M24) 

The results of our study showed that well organized and 
fonnatted documents as well as systematic knowledge documenta­
tion became more important as the KM system developed. 
Traditional mechanisms such as hard copy are not suitable for 
knowledge sharing. storing, and sorting in knowledge-based firms. 
Furthennore. a KM program without appropriate integration may 
cause disorder and confusion. leading to inefficiency. Although 
knowledge repositories are common in companies that have 
implemented KM activities, the knowledge documents they contain 
are often improperly structured or standardized. In order to deal 
with this barrier. some experts have proposed techniques for 
knowledge clustering or categorization. such as WordNet for 
document retrieval. browsing. text mining 129\. and the Vector­
space Model, Naive 8ayse. Neural Network. and Genetic Algorithms. 

6. Conclusions 

Although the literature about knowledge flow and KMM model 
has often been cited as significantly important, our study provided 
evidence that supported the concept that barriers to knowledge 
flow is different at various KMM levels. In addition. what and how 
KMM levels are different and associated with changing KM 
maturity levels was explored deeply. 

Appendix A. Interview instrument 

Subject: 

Date: 

Interviewee: 

6.1. Implications 

Knowledge management cannot be regarded in a transient 
fashion. We have provided a holistic. systematic, and compre­
hensive framework with maturity levels for exploring the 
influences and changes to barriers to knowledge flow. Our 
work combined both horizontal and vertical perspectives as well 
as time factors and category of KM activities to observe overall 
barriers to knowledge flow. In practice. our study provides an 
approach to handling the barriers to knowledge flow at each 
KMM stage. In general. managers may just let barriers to 
knowledge flow take their course before detecting what kind of 
barriers they may meet. Thus. our findings not only provide a 
reference to help managers focus on and deal with the main 
problems that can arise during KM but can effectively and 
effidently reduce the cost for finns as they seek to detect 
barriers to knowledge flow. 

6..2. Research limitations 

There are some limitations to survey research. First. although 
the results of descriptiVe analysis have shown the overall patterns 
of barriers to knowledge flow related to KM development, there is 
little we could do to determine the sources of participants' beliefs. 
Second. qualitative research is time-consuming, and it was difficult 
to collect data from a large number of finns at different KM 
maturity stages. resulting in a problem ofinsufficient data. Finally. 
questionnaires generally do not provide a rich picture of the 
complicated and interactive factors involved in KM implementa­
tions and contexts. Thus in-depth. face-to-face interviews and the 
Delphi method were added to our study, and they seem to have 
provided insights into issues related to KM. 
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Main Topic: 	 Exploring Samers to Knowledge Flow at Different Knowledge Management Maturity Stages 

Background 	 This work aims to explore bamers to knowledge flow at different KM maturity level. Please first evaluate and identij» 
the KM stage of your company by I<NM (I<nowledge Navigator Model) criteria. second to point out the common barriers 
to knowledge flow in your company based on classification of the revised CHAT model. And then please answer the questions as follows. 

ThankS for your participation and assistance. 

A 1. Questions 

1. How would you rate the importance of 5 dimensions of barriers to knowledge flow in different knowledge maturity level7 

Dimension 	 Ranking (1-5) 

I<MM Levell KMM Level::! KMM Level 3 KMM Level 4 I<MM Level S 

(1) I<nowledge characteristics 
(2) Knowledge source 
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Appendix A (Continued) 

Dimension Ranking (1-5) 

KMM Levell KMM Level 2 KMM Level 3 KMM Level 4 KMM LevelS 

(3) Knowledge receiver 
(4) Contextual factor 
(5) Mechanisms 

2. Would you please pick the most important barriers (at least 10) in your company, and rate them from 1 to 10? 
Dimension Barriers to knowledge flow Code Importance Propriety 

Knowledge characteristics 

Knowledge provider 

Knowledge receiver 

Contextual factor 

Mechanism 

1. Ambiguity COl 
2. Non-Validate Knowledge CO2 

3. Lack of time Sl1 
4. Fear of reducing job security S12 
5. lnw awareness and realization of knowledge sharing S13 
G. Fear losing the ownership of intellectual property S14 
7. Not adequately rewarded SIS 
8. Sense of self-worth S16 
9. Poor community skills 521 
10. Lack of trust in people 522 
11. Lack of trust In system (security)" S23 

12. NIH syndrome R11 
13. Tecbnophobla" Rt2 
14. Lack of absorptive capability R21 
15. Lack of retentive capacity R22 
16. Lack of trust in knowledge R31 
17. Lack of trust in system(sec:urityt R32 

18. Untrustworthiness 011 
19. Lack of contact time and interaction 012 
20. Differences in experience level (i.e. individual perceptions of approach ability) 013 
21. Difficult relationships 014 
22. Unawareness 015 
23. Culture and cultural characteristics D21 
24. Organizational structure (poor physical work environmentJlack D22 
of spaces to share/excessive size of business units) 
25. Time and resource constraints 023 
26. Lack of organizational incentives 024 
27. Lack of leadership D25 
28. Lack of complete or standard regulation 026 
29. Authority" D27 
30. Lack of coordination between units (geographical 031 
dispersion/context differentiation/competitiveness) 
31. Different languages 032 
32. OVerly technical terminology 033 

33. Tangible mechanisms: telephone. discussion rooms or computer networks Mll 
34. Failure to develop a transactive memory system M12 
35. Intangible mechanisms: unscheduled meetings. informal M13 
seminars, or coffee break conversations 
36. Lack of integration of IT systems and processes M21 
37. Lack of compatibility between diverse rr systems M22 
38. Unrealistic expectations of employees and mismatch with individual needs M23 
39. l...1ck of systematic knowledge documentation M24 
40. Employees lack familiarity and experience with new rr systems M31 
41. Lack of training regarding new IT systems M32 
42. Lack of communication with employees about the adVantages of the new system M33 

The bold entries are the additional determinants of knowledge flow from face-to-face Interviews as shown in Table 4. 

3. How would you rate the barriers of each dimension? 1-5 (strongly disagree, disagree, common, agree, strongly agree). 

Dimension Barriers to knowledge flow Code Rate 

Knowledge characteristics 1. Ambiguity 
2. Non-Validate Knowledge 

COl 
CO2 

Knowledge source 3. Lack of time 
4. Fear of reducing job security 
S. lnw awareness and realization of knowledge sharing 
6. Fear losing the ownership of intellectual property 
7. Not adequately rewarded 
8. Sense of self-worth 
9. Poor community skills 
10. Lack of trust in people 
11. Lade of trust in system (security)" 

Sl1 
512 
513 
514 
SIS 
516 
521 
531 
S32 

Knowledge receiVer 12. NIH syndrome Rll 
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Dimension Barriers to knowledge flow 	 Code Rate 

13. Tedmophobia" R12 
14. lack of absorptive capability R21 
15. tack of retentive capacity R22 
16. tack of trust in knowledge 
17. lack Dr trust in system (security)" 

R31 
Rl2 

Contextual factor 18. Untrustworthiness D11 
19. tack of contact time and interaction 012 
20. Differences in experience level (Le. individual perceptions of approach ability) 013 
21. Difficult relationships D14 
22. Unawareness DIS 
23. Culture and cultural characteristics D21 
24. Organizational structure (Poor physical work environment/tack of spaces to share/ D22 
Excessive size of business units) 
25. Time and resource constraints D23 
26. tack of organizational incentives D24 
27. lack of leadership D25 
28. tack of complete or standard regulation 026 
29. Authority" D27 
30. tack of coordination between units (geographical dispersion/context differentiation/ 031 
competitiveness) 
31. Different languages 032 
32. OVerly technical terminology 033 

Mechanism 33. Tangible mechanisms: telephone, discussion rooms or computer networks Mll 
34. Failure to develop a tral1sactive memory system M12 
35. Intangible mechanisms: unscheduled meetings. informal seminars. M13 
or coffee break conversations 
36. tack of integration of IT systems and processes M21 
37. tack of compatibility betWeen diverse IT systems Mll 
38. Unrealistic expectations of employees and mismatch with indiVidual needs M23 
39. tack of systematic knowledge documentation M24 
40. Employees lack familiarity and experience with new IT systems M31 
41. tack of training regarding new IT systems M32 
42. tack of communication with employees about the advantages of the new system M33 

The bold entries are the additional determinants of knowledge flow from face-to-face interviews as shown in Table 4. 

4. Please define the main baniers in each KMM stages, and in your company. 
Barriers to knowledge flow Code Research finding 

KMM 

Your opinion 

KMM 

II III IV V III11IVV 

1. Ambiguity 	 COl 
2. Non-Validate Knowledge 	 C02 
3. tack of time 	 511 
4. Fear of reducing job security 	 512 
5. Low awareness and realization of knowledge sharing 	 513 
6. Fear losing the ownership of intellectual property 	 514 
7. Not adequately rewarded 	 515 
8. Sense of self-worth 	 S16 
9. Poor community skills 	 521 
10. tack of trust in people 	 531 
11. lack of trust in system (security)" 	 532 
12. NIH syndrome 	 Rl1 
13. Tedmopbobl.. " 	 .12 
14. lack of absorptive capability 	 R21 
15. tack of retentive capaaty 	 R22 
16. tack of trust in knowledge 	 R31 
17. lack of bUSt in system (security)" 	 R32 
18. Untrustworthiness 	 011 
19. tack of contact time and Interaction 	 012 
20. Oifferences in experience level (i.e. individual 	 Dt3 

perceptions of approach ability) 
21. Oimcult relationships 	 014 
22. Unawareness 	 015 
23. Culture and cultural characteristics 	 D21 
24. Organizational structure (poor phYsical work on 

environment/lack of spaces to share/excessive 
size of business units) 

25. Time and resource constraints 	 023 
26. tack of organizational incentives 	 024 
27. tack of leadership 	 D25 
28. tack of complete or standard regulation 	 026 
29. Authority" 	 D27 
30. tack of coordination between units (geographical 031 

dispersion/context differentiation/competitiveness) 
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Baniers to knowledge flow Code Rese,arch finding 

KMM 

Vour opinion 

KMM 

II IJI IV V II III IV V 

31. DiffeTent languages 	 032 
32. Overty technical terminology 	 033 
33. Tangible mechanisms: telephone. discussion rooms 	 MIl 

OT computer networks 
34. Failure to develop a transactive memory system 	 M12 
35. Intangible mechanisms: unscheduled meetings, informal seminars. or colfee break conversations M13 
36. Lack of integration of IT systems and processes 	 M21 
37. Lack of compatibility between diverse IT systems 	 M22 
38. Unrealistic expectations of employees and mismatch with individual needs 	 M23 
39. Lack of systematic knowledge documentation 	 M24 
40. Employees lack familiarity and experience with new IT systems 	 M31 
41. Lack of training regarding new IT systems 	 M32 
42. Lack of communication with emploYees about the advantages of the new system M33 

The bold entries are the additional determinants of knowledge flow from face-to-face interviews as shown in Table 4. 

5. Please help to confinn the tendency of the barriers to knowledge now in each KMM level, and in your company. 

Tendency Daniers 	 Dimension Agree{v} or disagree(x) Your opinion 

Existence Lack of time (S11) 
Law awareness and realization of knowledge sharing (S13) 
Fear of losing the ownership of intellectual property (SI4) 
Lack of leaderShip (025) 
Unrealistic expectation of employees and mismatch with individual needs (M23) 

People 

Decline Not adequately rewarded (SIS) 
Lack of contact time and interaction (012) 
Culture and cultural characteristics (021) 
Lack of organizational incentives (D24) 
Lack of cmnplete or standard regulation (026). OVerly technical tenninology (D33) 
Failure to develop a transitive memory system (M21) 
Employees lack familiarity and experience with new IT systems (M31) 

Mechanism 
development 

Increase Authority (027) 
Lack of coordination between units (031) 
Lack of integration of IT systems and processes (M21) 
Lack of compatibility between diverse IT systems (M22) 
Lack of systematic knowledge documentation (M24) 

Mechanism 
integration 

Random Technical phobia (R12) 
Lack of trust in system (532) 
Untrustworthiness (011) 

6. Please comment the additional factors as following table shows. and rate them. 
Additional findings 	 Importance Your comment 

Technophobia (R12) 

Authority (027) 

Lack of trust in system (R33) 
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Effective Semantic Annotation 

by Image~to-Concept Distribution Mudel 

Ja-Hwung Sp, Chien-Li Chou, Ching-Yung Un, and Vincent S. Tseng, Member, IEEE 

Abstract-Image annotation based on visual features has been 
a difficult problem due to the diverse associations that exist 
between visual features and human concepts. In this paper, we 
propose a novel approach called Annotation by lmage-to-Concept 
Distribution Model (AICDM) for image annotation by discovering 
the associations between visual features and human concepts 
from image-to-concept distribution. ThrOugh the proposed 
image-to-concept distribution model, visual features and concepts 
can be bridged to achieve high-quality image annotation. In this 
paper, we propose to 'usc "visual features", ''models'', and "visual 
genes" which represent analogons functions to the biological 
chromosome, DNA, and gene. Based on the proposed models using 
entropy, tf-idf, rules, and SVM, the goal of high-quality image 
annotation can..be achieved effectively. Our empirical evaluation 
results reveal that the AICDM method can effectively alleviate 
the problem of vlsuaI-to-concept diversity and achieve better 
annotation results than many existing state-of-the-art approaches 
in terms of precision and recall. 

Index Terms-Entropy, image annotation, image-to-concept dis­
tribution, tf·ldf. 

1. lNTRODUcnON 

A DVANCED digital capturing technologies have led to the 
explosive growth of image data. To retrieve the desired 

images from a huge amount of image data, textual query is 
handier to represent herlhis interest than providing visually sim­
ilar images for query. Most existing successful textual-based 
image retrieval reli~ h~vily on the related image caption 
terms, e.g., file-names, categories, annotated keywords, and 
other manual descriptions. Th caption the images effectively, 
in the last decade, extensive image understanding techniques 
have been developed to explore semantic concept of images. 
But. due to the significant diversity of a large amount of image 
data in daily life. effective image annotation is still a very 
challenging and open problem. Diverse visual feature versus 
concept associations indicate that the same visual feature is 
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Fig. 1. Basic idea of the proposed AICDM. 

frequently shared by a set of concepts. The challenge is that 
the related temis are so diverse that the annotator could not 
annotate the unknown image accurately. In existing annotation 
work. this problem, namely the diverse visual-to-concept asso­
ciations, occurs so frequently that many annotation results are 
not satisfactory for human users. 

To address this problem, in this paper, we propose novel vi­
sual-to-concept distribution models that integrate the methods 
of entropy, t f - idf and association rules to enhance the anno· 
tation quality. In molecular biology. genes locating on different 
chromosomes have similar functions due to the high similarity 
of their DNA sequences. 'This is useful for predicting the spe­
cific function for a gene. Based on this notion. the purpose of 
this ,paper is to annotate the image by discovering the represen­
tative and discriminative visual features alike the genes hidden 
in the images. Fig. 1 is an example for the basic idea of our pro­
posed AICDM. In Fig. 1, we consider each image has a specific 
number of features to be extracted-similar to chromosome. 
On each visual feature. a set of models can be applied to di­
vide image collections into several different cluster sets. A spe­
cific model of a visual chromosome/feature can be considered 
as a DNA. For each DNA. a "visual gene" is the visual pattern 
of a cluster. which includes a set of visually-correlated images 
of a model on a visual feature and a set of caption terms asso­
ciated with them. Similar to the biological gene, each "visual 
gene" carries the information. i.e .• the caption terms that have 
been learned from training corpus. Our intent behind this idea is 
to identify the conceptual distinctness of each gene. According 
to the discriminative genes, the image-to-concept distribution 
model is constructed. For an unknown test image, we shall then 
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classify them to find out the likelihood that they are composed 
of a certain gene. Then, the concept tenns of genes are associ­
ated to this unknown images based on these genes. 

In this paper, we propose four types of models, which can 
be classified into three categories: 1) from viewpoint of indi­
vidual images, we adopt tl (tenn frequency) and entropy to 
weight the concept tenns and genes, respectively; 2) from view­
point of image sets, we adopt association-rule confidence and 
idl (inverse document frequency) to weight the concept tenns 
and genes; and 3) by integrating tl. idf. entropy and associa­
tion rules, we apply late fusion using support vector machines 
(SVM) [2] to achieve high-quality image annotation. The empir­
ical evaluations on several image sets reveal that our proposed 
Annotation by Image-to-Concept Distribution Model (AICDM) 
is very promising on semantic annotation by measuring preci­
sion and recall of the annotation accuracy, comparing to several 
existing algorithms. The remaining of ibis paper is organized 
as follows. Several prior works are reviewed in Section II. In 
Section m, we present the proposed method in detail. The re­
lated experimental evaluations are described in Section N. Fi­
nally, the conclusion and future work are stated in Section V. 

II. RELATED WORK 

In general, image annotation work can be categorized into 
sevenlI types. 

Classification-Based Annotation: The first type is the classi­
fication-based annotation. In the past, some studies treated anno­
tation as.classificatimi using multiple classifiers. Yang et ai. [24] 
proposed a region-based annotation method by using SVM. This 
study presented an extended SVM namely asymmetrical SVM to 
infer the caption tenns of images. Nasierding et al. [9] adopted 
multi-classifier to achieve image annotation by integrating .clus­
tering and classification methods. Similarly, Wu et al. [18] opti­
mized the bag-of-words to preserve semantic of images. In ad­
dition, Bayesian classifier was built to annotate images by inte­
grating regional and global features [10]. Fan et al. [5] proposed 
a structured max-margin learning algorithm to conduct effective 
inter-related classifiers to support image annotation. 

Probabilistic-Based Annotation: The second type is the 
probabilistic-based annotation. Probabilistic models are con­
structed by estimating the correlations between images and 
concepts. Li et al. [7] computed the relational probabilities be­
tween images and concepts by multi-statistical models, e.g., 2-D 
Hidden Markov Model, Gaussian, and Gamma distributions. 
Lavrenko et al. [6] calculated the related probabilities between 
segmentations and concepts by Gaussian Mixture Function. 
Pan et al. [11] developed Mixed Media Graph (MMG) model 
to annotate the image by Cross-modal Correlation Discovery 
(CCO) algorithm to calculate the affinities of caption terms and 
regions. Tang et al. [14] .proposed themnlti-graph-based label 
propagation approach that integrates multiple instance learning 
and single instance learning to tag the unknown image. 

Retrieval-Based Annotation: The third type is the retrieval­
based annotation. The basic notion behind retrieval-based an­
notation is that semantic-relevant images are composed of sim­
ilar visual features. Wang et al. [22] proposed the AnnoSearch 
system to bridge the semantic gap by Search Result Clustering 
(SRC) [25]. Wang et al. [23] annotated an image by both of vi­
sual and textual search. By~!!~i!!!t.~ocial images with tags and 

Fig. 2. Framework o( the; proposed AICDM. 

user-generated conten~, Wu et al. [17] presented a retrieval­
based method to tag images effectively. 

In addition to the above three types of annotation methods that 
are mainly based on the content modeling, the other type is to 
use more textual information to enhance the.annotation quality 
[15]. Wong et al. [20] made use of the additional metadata, such 
as aperture. exposure time, subject distance, focal length, and fire 
activation, to tag the images. Tsengetal. [16] integrated decision 
tree and MMG based on textual and visual information to anno­
tate the web images. Wu et al. [19] proposed Flickr distance to 
achieve effective image annotation. In fact, the Flickr distance 
work and our proposed method have different advantages. The 
proposed method in this paperis an extended work of[12]. For the 
Flickr distance work, it is effective on resolving the problem of 
concept appearance variation by using spatial information [2l.]. 
For our proposed method, by discovering the representative and 
discriminative patterns, it is effective to alieviate the annotation 
problem that a feature may occur frequently in many concepts. 

m. PROPOSED APPROACH 

A. Overview ofthe Proposed Image Annotator 

The so-called diverse visual-to-concept associations indicate 
that similar visual features Inay frequently occur in different 
concepts. From another point of view, it says that a semantic 
concept contains different visual features. In real applications, 
image annotators encounter difficulties in these diverse associ­
ations between visual features and human concepts. To address 
this problem, in this paper, we propose novel visual-to-con­
cept distribution models that integrate the methods of entropy, 
t1- idl and association rules to achieve high annotation qUality. 
As shown in Fig. 2, the whole procedure can be decomposed 
into two stages, namely offline learning and online prediction. 

1) Offline' Learning Stage: Overall this stage contains three 
main sub-procedures, called feature extraction, pattern genera­
tion. and model construction. 

• 	 Feature Extraction: In this paper, six visual features are 
extracted from the images, including Scalable Color De­
scriptor. Color Layout Descriptor, Homogeneous Texture 
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Descriptor, Edge Histogram Descriptor, Grid Color Mo­
ment, and Gabor Wavelet Moment, whose diinensionali­
ties are 256,12,62,80,225, and 72, respectively. 

• 	 Pattern Generation: After feature extraction, the anno­
tated images are grouped into a set of visual clusters feature 
by feature. A cluster can be regarded as a representative and 
discriminative gene hidden in the training images. In other 
words, images can be described by six visual features. 

• 	 Model Construction: From the generated patterns, term 
frequency and inverse document frequency (tf - idf) and 
cluster entropy are calculated to construct Modelte-idf 
and Modelentropy, respectively. Also, association rules are 
mined to generate ModelARM (Association Rule Mining). 
Finally, three individual modelS are integrated into a fusion 
model, ModelAIcDM, by SVM [21. . 

2) Online Prediction Stage: In this stage, the major aim is 
to identify the concepts of an unknoWn image using the pro­
posed models. First, for an unknown image, the most-relevant 
clusters/patterns are determined feature by feature. Through the 
most-relevant patterns, potential caption terms can be predicted 
by the modeled relations between visual features and semantic 
concepts., 

B. Offline Learning 

1) Pattern Generation: Before constructing the proposed 
models, the annotated images are grouped by calculating 
visual distances. In this work, images are clustered by the 
well-known k-means algorithm. Thereupon we can obtain a 
set of clusters, also called patterns or genes in this paper, for 
each visual feature. A cluster contains a set of images and an 
image is annotated by a set of keywords. Let us· take Fig. 3 
as an example. Assume that the images are grouped into five 
clusters {01,02,03,04,OS} by Scalable Color Descriptor, 
and each image is projected as a set of keywords. In Fig. 3, a 
box stands for a set of concept terms related to an image. An 
issue of concern in this work is the quality of clustering since 
it actually makes a: significant impact on the quality of online 
prediction. To make the clustering quality robust, we perform 
the validation rp,ethods proposed by [131. After clustering, for 
each feature, the images are grouped into a set of clusters. Each 
cluster is viewed as a pattern/gene. For example, the related 
pattern set for scalable color descriptors is {Ol , 02, ... , Os}. 

2) Basic Idea: From the generated clusters, we can observe 
that images in a cluster are very similar on the visual features but 
containing a number of different concepts. This is a big problem 
called diverse visual-ta-concept associations to confound cur­
rent annotators. From the bioinformatics point of view, two im­
ages may be similar if they share similar visual patterns that. are 
considered as visual genes in this work. Unfortunately, a visual 
gene perhaps contains lots of concepts. It relates to three im­
portant issues: 1) How important is a caption term in a gene, 2) 
How important is a gene among all visual genes, and 3) How 
associative is a term-gene pair. To answer these questions, we 
propose a novel solution that integrates caption term frequency, 
gene entropy, and association visual-to-concept rule to achieve 
the high retrieval quality of image annotation. 

3) Construction ofModelentrop1l: As elaborated above, our 
intention is to identify the importance of a caption term and a 
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Fig. 3. Example of visual clus~rs containing the related concepts. 

pattern by calculating caption term frequency and pattern en­
tropy, The major id~ is that, the higher the frequency of a cap­
tion term, the more representative it is. In contrast, if a large 
number of caption terms occur in a cluster, the related entropy 
would be too high to disambiguate visual concepts. That is, en­
tropy can be viewed as a local weight for a gene. According to 
this notion, two related measures [121, called Term Frequency 
(tJ) and Entropy, are defined as follows. 

Definition 1: Consider a training data set 
!DB = {imgl,img2.... ,imgk} is divided into t 
clusters, {01,02, ... ,Ot}, and there are y unique caption 
terms {CP1,CP2'''',CPIl}' Assume that. a cluster contains 
several images and each image is assigned several caption 
terms. Hence a cluster can be viewed as a collection of caption 
terms, OJ = Ucp,. The entropy of the ;til cluster/gene can be 
defined as . 

where tf4i stands for the frequency of caption term 
cP, in the jth cluster. For example, based on Fig. 3, 
the frequency set of {grass, dog, cat} for Os is {4, 2, 
l} and Entropys is 4/7* log(7/4) + 2/7* log(7/2) + 
1/7+ log(7/1) 0.415, Thus, the entropy set is 
{Entropyl, Entropy2, Entropy3, Entropy4 ,Entropy5} = 
{0.59, 0.778,0.466, 0.755, 0.415}. 

4) Construction of ModeltJ-idJ: Similar to the above 
model, tf is also generated first. Another way to determine the 
discrimination of a gene is inverse document frequency, namely 
idf. In this paper, the idf of the j th cluster/gene can be defined 
as the following [12]. 

Definition 2: Following the above definitions, the "inverse 
document frequency (idf)" for the jth cluster/pattern is 

(2) 
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TABLE I 
DEFINITIONS OF VISUAL PA'ITERN SETS 

Feature PattemSet 
Scalable Color DescriPtor KC= C,~, .... c;...,} 
Color Layout Descriptor KL== L L,:, ... 41} 
Homogeneous Texture Descriptor KHi- H H2, ... Hkh} 
Edge Histogram Descriptor KE= E, E,., '" E 
.Grid Color Moment KG= G G,., .... Gka} 
Gabor Wavelet Moment KW~{W. W:, .... Wkw} 

where 

df.j - {1, if OJ contains caption CPg 
<:Pg - 0, otherwise. 

In this model, if .the pattern/gene contains most of unique 
caption terms, it would be a general pattern/gene. Therefore, 
its discrimination with respect to idf is low. Let us take an ex­
ample based on Fig. 3. The set of unique caption terms in this 
example is {tiger, grass, bear, lion, snow, sky, flower, water, cat, 
dog). For cluster 01> it contains the caption term set {tiger, 
grass, bear, lion, snow}. The idf of 0 1 is log(1O/5} = 0.301. 
For cluster O2• the idf of 02 is log(10/7} = 0.155. In this 
case, 0 1 is more discriminative than O2 • Overall idf can be 
viewed as the global weight for a gene. Thus, the final idf set for 
{OIl 0 21 0 3 , 0 4 , Os} is {0.301, 0.155, 0.398, 0.222, 0.523}. 

5) Construction ofM odelA.B.M: In summary, the above two 
models are constructed feature by feature. That is, regarding 
Table I, six entropy models and six tf - idf models are gen­
erated. In contrast to the above models, the main concem of 
ModelARM is to discover the associations between visual fea­
tures and concept keywords by considering all features simulta­
neously. Before mining the associati ons, it is necessary to define 
the items. To fit association mining, a pattern or a concept key­
word is regarded as an item and an image perhaps contains a 
set of keywords (caption terms). Furthermore, in this model, a 
transaction divided can be defined as follows. 

Definition 3: Based on the definitions in Definition I and 
Table I, the ith transaction Ti for the kth image imgk is 

(3) 

where 

and CPg is one of the concept keywords related to imgk. 
For example, assume imagek contains two key­

words {tiger, grass} . Thus, the referred transac­
tions are {{021 L1. H4 , Es, G I , W2}, {tiger}} and 
({O2, L10 H4 , Es, Gl! W2}, {tiger}) where the set of patterns 
for imgk is ({02,L1,H4, Es, GI, W2}, {grass}). Finally, the 
annotated image database can be transformed into a transaction 
database. After database transformation, discovering the 
association rules from transaction data is our next intention in 
this work. From the transactions, a rule and related confidence 
can be defined in the follo~_. 

Definition 4: Consider that there are n rules in the rule set 
{R1, R2 , ••• , Rn} mined from the transaction database. Thus, a 
rule in the rule set can be defined as 

R. : Feature Patterns ~ Ooncept Keyword. (4) 

The confidence of rule Ri can be defined as 

Oonfidence(R.) 
Sup(Feature Patterns U Ooncept Keyword) 

- Sup(FearorePatterns} (5) 

where the Sup(itemset} is the norml$zed frequency of 
the itemset in transaction database. For example, the rule 
Rl {02,Es,Gl , W2} ~ {tiger} indicates that the 
image whose features can be assigned to the pattern set 
{02, Es,G11 W2 } always contains a concept keyword, "tiger". 
The confidence of rule R can be calculated by (5): 

I 'd (R) Sup ({021 Es, Gl, W2,tiger})Oon ~ ence 1 = -":::"'"""--;'7':::=---,,;::;-",=,--'::::~~-'­
SUp({02. ES,Gl, W2}) 

where Sup({02,Es,G1, W2,tiger}) indicates the count of 
itemset {02, E5, Gl, W2, tiger} and Sup( {02, Es, Gl • W2}) 
indicates'the count of itemset {02, Es, (h, W2}. 

In addition to the confidence value of a rule, another consider­
able factor 'rR. named pattern-concept count is how many con­
cept keywords are implied by the same Feature Patterns set. The 
basic idea is that, if a feature itemset is shared with lots of con­
cept keywords, the discrimination of the rule is relatively low. 
From another viewpoint, if lots of rules contain the same fea­
ture itemset, the related weights are low. Thus, for each rule, 
we count the number of implied keywords. For example. sup­
pose that three rules 

RI : {02,Es ,G1, W2} ~ {tiger}, 

~ : {02,Es•Gl I W2} -t {grass} and 

R3 : {01o E3,GS, WI} -t {tiger} 

are mined from the transaction database. The set 
{O2 , ESI GI, W2 } implies two keywords, "tiger" and "grass". 
Thus, the pattern-concept counts 'rRl and 'rRr.i are both 2. 
Comparatively, the set {Ol, E31 Gs,WI} implies only one 
keyword, "tiger". Therefore, the related pattern-concept count 
'rRa is I. From discrimination point of view, Ra is better than 
RI and R2. At last, the rules, confidences, and pattern-concept 
counts are all stored into rule database. 

C. Online Prediction for Annotation 

The prediction procedure starts when an unknown image QI 
is submitted to this system. First, for each feature, the most-rel­
evant clusters are determined by calculating visual similarities! 
distances. Assume that the most-relevant cluster set OS to QI 
is determined by visual distance calculations. The visual simi­
larity (visual distance) between the unknown image and the jth 
cluster is defined as dis j in this paper. Actually, the most-rel­
evant clusters can be regarded as a kind of genes for the un­
known image. Once the genes of the unknown image are de­
termined, three prediction models are triggered to predict the 
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Fig. 4. Example of three relevant clusters to the unknown image. 

potential caption terins. In our current system, the number of 
the most-relevant clusters is detennined by experimental evalu­
ations based on training set. 

1) Prediction by Modelentrop1/: In this model, our intent is 
to weight caption terms by using gene entropy and caption term 
frequency. The major notion.is that, if the caption term occurs 
frequently in a gene with low entropy, its referred degree would 
be high. Otherwise, its degree would be low. Finally, the cap­
tion terms are ranked by the related degrees. In this paper, the 
entropy-based degree [12] is defined as 

tfi ) 1EDe ee - "1''' x 
gr cp" - L: [(E tf/ Entropyi

OjEOS c.p.EOj c.p. 

(E1SkSIIDBI diSk)) 1 (6)x ( disi' 

where 1 ~ x ~ y. Afterwards the EDegree is normalized. The 
normalization is defined as 

NormEDegree = EDegreec.p", 7) 
, c.p" 1/ (

E EDegreeePi 
0=1 

The EDegrees referred to the selected six features are ag­
gregated and normalized as the final degrees, for a caption 
term. Let us take an example based on Figs. 3 and 4. Assume 
that the most-relevant cluster/gene set for an unknown image 
QI is {C!,C2,C4 }. Accordingly, these three most-relevant 
clusters contain 21 images and ten unique caption terms. If the 
referred distance set for {disl, dis2 , dis4} is {ISO, 500, 250} 
and the sum of distances for {dis1 , dis2 , dis3 , dis4, disS} is 
2700, the normalized distance set is {18, 5.4, 10.8}. There­
fore, the entropy set of {Cl , C2, C4} is {0.59, 0.778, 0.755}. 
Thus, the EDegree for {tiger} is «5/10)·(1/0.59)·(18» + 
«2/12)'" (1/0.778t (5.4»+«3/13)," (1/0.755)· (10.8» = 
19.714. Finally, the entropy-based degree set for caption term 
set {tiger, grass, bear, lion, snow, sky, flower, water, cat, dog} 
is {19.714, 11.717, 5.831, 3.051, 3.051,0.578, 2.257, 2.78, 
2.202, 0.578}. In this example, the correct caption term set 
{tiger, grass} regarding Fig. 1 is successfully inferred from top 
2 results. 
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2) Prediction by Modeltf-id/: To weight caption terms by 
considering the global weight, we adopt idf to reveal the de­
grees of the caption terms in the most-relevant genes. The major 
notion behind this model is that, if the caption term occurs fre­
quently in a gene with high idf, its related degree would be high. 
Otherwise, its degree would be low. At last, the caption terms 
are ranked by the related degrees. We define the idf-based de­
gree [12] as 

FDegreeep,. = L: [(t,~h) x idfi 
OjEOS ' 

(E1SkSIIDBI diSk)) 1 
(8)x disj( 

where 1 ~ x ~ y. Afterwards the EDegree is normalized. The 
normalization is defined as 

FDegree
N ormFDegree = c.p", (9),c.p.. 1/

E F Degreecpi 
i=l 

At last, the FDegrees referred to the selected six features 
are aggregated and normalized as the final degrees for a 
caption term. For example, based on above examples, for cap­
tion term "tiger", the OCcurring cluster set is {C1,C2,C4 } 

and the related FDegree is (5/5"0.301"2700/150) + 
(2/7·0.155·2700/500)+(3/6·0.222·2700/250) = 6.854. 
The final FDegree set for {tiger, grass, bear, lion, snow, sky, 
flower, water, cat, dog} is {6.854, 3.839, 1.998, 1.08, 1.08, 
0.119, 0.637, 0.918, 0.799, 0.119}. Therefore, the correct 
caption term set {tiger, grass} is successfully derived by this 
model. 

3) Prediction by Fusion ModelARM: In addition to the 
above degrees, the confidences of rules are adopted to reveal the 
degrees of the concept keywords in the most-relevant pattern. 
The major notion behind this prediction is that, if a concept 
keyword occurs in lots of rules, it is a general caption term 
in the global feature space. As a result, its related degree is 
high. In this prediction, the six patterns for an unknown image 
QI are first determined for six selected features, respectively. 
Then the matched association rules for QI are found. Based 
on Definition 4, the matched rule set RQI can be defined 
as RQI = U{R?I}, where R?I denotes the matched rule 
for QI. Then the length of rule R?I, defined as len(R?I), 
is IFeaturePatternsl. For example, the Zen(R?I) of rule 
{C2, Es, G1, W2} ~ {tiger} is 4 because there are four 
items in the left-hand side of the rule. In this work, we have 
to find the maximum matching rules. That is, if len(R?I) is 
maximum among all matching rules, the rule R?I is added into 
the longest rule set LRS(RQI). Moreover, the related sub-rule 
sets, which are the combinations of a feature pattern and a 
caption term, are chosen. For example, there is a maximum 
matching rule R?I: {C2 ,Es ,Glt W2} ~ {tiger}, and the 
related sub-rule set sub(R?I) is {{C2} ~ {tiger}, {Es} ~ 
{tiger}, {Gl } ~ {tiger},{W2} ~ {tiger}}. After deter­
mining the matching rules and the related sub-rules, the degrees 
of concept keywords are calculated by the pattern-concept 
counts of these rules. Finally, the concept keywords are ranked 
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Fig. 5. Procedure of fusing Model.lltropy, Modeltf -idf, and ModelARM . 

by the related degrees. The rule-based degree can be defined 
as (10) at the bottom of the page, where Lhs(R?I) is the 
ancestor of R91 and Rhs(R91 

) is the descendant of R?l, and 
SUP(LhS~R'lI) U RhsJR.,QJ» is the support count of itemset 
"Lhs(R.,Q ) U Rhs(R? )". Then, the RDegrees are nonnalized 
further. The nonnalization is defined as 

NormRDegreecp" = yRDegreecp., (11) 

I: RDegreecp,
,=1 

For example, there-are three longest matching rules: 

R~l : {G2,Es,Gb D2} -+ {tiger}, 

Ittl: {G2,Es,G1,D2} -+ {grass} and 

R~l : {G2,La,Hs,D2 } -+ {tiger}. 

The related confidence set and the support set are {O.7 , 
0.35, 0.25} and {IO, 20, 8}, respectively. The confidence 
sets of sub(R~I), SUb(R'lI) , and sub(R~I) are {0.2, 0.4, 
0.5, 0.3}, {O.3, 0.2, 0.15, O.IS}, and {O.IS, 0.2, 0.1, O.IS}. 
According to the descriptions mentioned in above sections, the 
pattem-concept counts, l'Rl' l'Rl' and l'R3' can be calculated 
as 2, 2, and '1, respectively. Then, we calculate the Roegree 
for each concept keyword. For concept keyword "tiger", 
the related RDegree is (1/2)*10*(0.7 + 0.2 + 0.4 + 0.5 + 
0.3) + (1/1)*8*(0.25 + 0.15 + 0.2 + 0.1 + 0.15) = 17.3. 
For concept keyword "grass", the related RDegree is 
(1/2)*20· ~0.35 + 0.3 + 0.2 + 0.15 + 0.15) = 11.5. 

4) Prediction by Fusion Model ModelAICDM: To achieve 
better annotation quality, we approximate a near-optimal 
fusion model. Fig. 5 reveals the procedure of constructing 

ModelAICDM. The annotated images are first used as the 
learning set to construct Modelentropy, Modeltf-idf, and 
ModelARM. Meanwhile, the annotation results of the annotated 
images are generated by the three above models, respectively. 
Eventually, the derived annotation results and related concept 
degrees are used as feature vectors to build the fusion model, 
ModelAlcDM, by utilizing SVM [2], For each concept key­
word, we build a SVM, with respect to radial basis function 
(RBF) kernel, function, to perfonn the binary classification. 
The number of dimensions for each model is the number 
of keyword categories, and total number of dimensions for 
SVM is triple the number of keyword. categories. The Whole 
procedure shown in Fig. 5 starts with an unknown image QI 
submitted to our proposed annotator. The related EDegree, 
FDegree, and Rdegree for each concept keyword are derived 
by the individual prediction models first. Then, the EDegrees, 
FDegrees, and RDegrees regarded as the feature vectors of the 
unknown image QI are sent to the SVMs in ModeIAICDM. 
Thereupon the classification confidence of each concept key­
word is derived. At last, the concept keywords are ranked by 
the related classification confidences. 

IV. EMPIRICAL EVALUATIONS 

A. Experimental Data and Parameter Settings 

Th make the experiments complete, the experimental data 
came from the collections of Web Image, PascalVOC07 (pascal 
Visual Object Classes Challenge 2007) [31, and ESP llJ. For 
WebImage, the experimental data is a collection of ten cate­
gories gathered from Google, including Bear, Cat, Dog, Lion, 
Tiger, Flower, Grass, Sky, Snow, and Water. Each category con­
tains 100 unique web images occurring in 100 different web 
pages. On average, an image contains 1.574 caption tenns in this 
dataset. We select 50.% of experimental data as the training set 
and the others are.adopted to serve the testing experiments. For 
PascalVOC07, it contains 9963 images. We adopt 5011 images 
as the training set and 4952 images are adopted as the testing set. 
There are 20 unique concepts in this dataset and an image, on av­
erage, contains 1.71 caption terms. For ESP, the set we obtained 
contains 67 769 images. However, we removed the images with 
infrequent annotations and then split the. set into a training set 
and a testing set according to [8]. Finally, there are 269 concepts 
left in this set. The training set contains 18 689 images and the 
testing set contains 2081 images. Overall there are 269 unique 
caption terms and the average of caption terms for an image 
is 4.7. To investigate the effectiveness of our proposed models, 
three measures, namely precision, recall, and F1-measure, are 
used in the experiments. Note that the definitions of precision 
and recall [16] here are different from that in PascalVOC07 [3]. 
In this work, the number of the clusters is approximated for each 

RDegreeCfJ~ = E [1'1. x Sup (Lhs ( R.,QI) URhs ( R.QI) ) 
RQI ELR.S(RQI) R;. 

(10) 
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Fig. 6. Precision-recall curves of the proposed and other annotators on We­
blmage. . 

dataset and each model by golden search algorithm. Addition­
ally, in the-experiments, the numbers of the most-relevant clus­
ters ofMode1.,ntropy. Mode1tf-idf, and ModelARM are 2, 2, and 
1, respectively, for all datasets. The experiments were carried 
out under hardware environment of Intel(R) Xeon(R) E3113 
CPU 3.00 GHz, 4 GB memory with Wmdows Server 2003 R2 
SP2 operating system. 

B. Experimental Results 

The main experiments we explore are the comparisons be­
tween our proposed AICDM and other well-known annotators, 
including CRM [6]. SYM [4], MMG [11], and JEC [8], in terms 
of precision, recall, and execution time. We made our best ef­
fort to implement those algorithms based on their papers and 
got similar performance if their datasets are available. Basi­
cally, CRM and MMG are probabilistic,based approaches using 
image segmentation. Without image segmentation, SYM is clas­
sification-based approach and JEC is KNN-based approach. In 
this experiment, the area under curve (AUC) is the additional 
measure. 

Fig. 6 reveals some interesting results to discuss in detail. First, 
SYM performs betterthanCRM, MMG, and JEC for WebImage 
dataset, and the related AUCs are 0.3934, 0.2925, 0.3321, and 
0.3498, respectively. Second, JEC is better than MMG, and 
MMG is better than CRM. It says that the segmentation-based 
annotation models are not really better than the models without 
segmentation. Third, our proposed ModelAICDM is the best 
one, and the related AUC is 0.4706. It tells us the truth that the 
special genes in images can be identified effectively to imply the 
visual-concept associations. Fig. 7 reveals that the precision-re­
call curves on PascaIVOC07 dataset. In this dataset, CRM and 
MMG fail to execute because the required memory size is out 
of the resource. From the remaining three approaches, we can 
observe that SYM (AUG = 0.1912) does not work well in this 
dataset due to the higher diversities of images and concepts. In 
contrast, JEC (AUG = 0.2571) can still keep the good perfor­
mance through KNN strategy. Compared with above methods, 
our proposed ModelAlcDM (AUG = 0.2892) can achieve the 
highest effectiveness for this dataset. 

Fig. 8 reveals the comparisons among different approaches 
on ESP dataset. In this dataset, CRM and MMG also fail to ex­
ecute because the required memQry is out of the resource. In 
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Fig. 8. Precision-recall curves of the proposed and other annotators on ESP. 

TABLBII 
PERFoRMANCE AMONG COMPARED METHODS 

~ Weblmage PascalVOC07 ESP ! 

AICDM 0.059 sec. 0.421 sec. fJ.632 sec. 
CRM. 0.112 sec. out ofmemory out 0 memory 
MMG 0.153 sec.. out ofmemory auto memory 
SVM 0.031 sec. 0.109 sec. auto trainillJ! time 
mc 0.076 sec. 0.477 sec. 4.8495 sec. 

addition, the training cost of SYM is too large, exceeding one 
month, probably caused by a large number ofoutliner image fea­
tures and keywords. Therefore, we only compare ModelAICDM 
with JEC. In this experiment, the AUCs of ModelAlcDM and 
JEC are 0.1512 and 0.1440, respectively. In detail, JEC per­
forms slightly better as the recall is larger than 0.28. However, 
on average, our proposed ModelAICDM is much better than JEC 
in terms of AUC. For each dataset, ModelAICDM outperforms 
other well-known annotation approaches in terms of precision, 
recall, and AUC. That is, from the viewpoint of dataset sen­
sitivity, SYM is. highly sensitive to the dataset distribution. In 
contrast, JEC is more stable than SYM. From all experimental 
results, we can observe that our proposed ModelAlcDM is in­
sensitive for different datasets. 

In addition to the effectiveness, another issue is how effi­
cient the proposed model is by comparing with other annota­
tors. Table n depicts the execution time of each annotator for 
predicting an image, and there are some observations to discuss. 
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First, it shows that our approach, AICDM. is very efficient for 
generating real-time annotation results.' Second, JEC is efficient 
for small dataset. However. the execution time increases explo­
sively as the training data size increases. For ESP dataset, JEC 
needs about 4.85 s such that it is not suitable for real applica­
tions. Third, SVM is the most efficient, but it does not provide 
the adequate annotation accuracy. 

V. CONCLUSION 

Indeed, an optimal solution to achieve high accuracy anno­
tator is very difficult. This paper constitutes a novel approach to 
discover the visual-to-concept associations from the image-to­
concept distribution. The experimental results show that our 
proposed annotation approach is effective and efficient in facing 
data consisting of th.e diverse relations between visual features 
and human concepts. On one hand, entropy and t f reflect the 
local weights of patterns. On the other hand, idf and associa­
tion rules reflect the global weights of patterns. By making use 
of both the global and local weights, the fusion model can suc­
cessfully achieve high 1iUlIl0tation quality. In the future, there 
remain some issues for further investigation. First, we shall ex­
plore more visual features to enhance the annotation qUality. 
Second, the spatial information will be a further consideration 
to enhance our proposed method. Third, we shall further in­
vestigate the better fusion methods to reach higher annotation 
quality_ Fllrtbennore, in the future, we shall also explore the pro­
posed algorithms to domains other than multimedia. 

REFERENCES 

[1] 	L. von Ahn and L. Dabbish, "Labeling images with a computer game," 
in Proc. SIGCHI Cant Human Factors on Computer Systems, 2004, 
pp.319-326. 

[2] 	C.-C. Chang and C.-I. Lin, UBSVM: A Library for Support Vector Ma­
chines, 2001. [Online]. Available: htlp:/Iwww.csie.ntu.edu.tw/-cjlinl 
libsvm. 

[3] 	M. Everingham, L. V. 0001, C. K. I. Williams, I. Winn, and A. Zis­
. sennan, The PASCAL Visual Qasses Challenge 2007 (V0C2007) Re­
sults, 2009. 

[4J 	0. Feng, R. Shi, and T. S. Chua. "A bootstrapping framework for an­
notating and retrieving WWW images," in Proc. 12th Annu. ACM Int. 
Can{. Multimedia, 2004, pp. 960-967. 

[5J 	1. Fan, Y. Shen, C. Yang, and N. Zhou, "Structured max-margin 
learning for inter-related classifier training 'and multi-label image 
annotation:' IEEE Trans. Image Process., vol. 20. no. 3. pp. 837-854, 
Mar. 2011. 

[6] 	V. Lavrenko. S. L. Feng. and R. Manmatha, "Statistical models for au­
tomatic video annotation and retrieval," in Proc. IEEE Int. Conf. Acous­
tics, Speech, and Signal Processing, 2004. pp. 17-21. 

[7] 	1. Li and 1. Z. Wang, "Automatic linguistic indexing of pictures by a 
statistical modeling approach," IEEE Dans. Pattern AMI. Mach. In­
telL, vol. 25, no. 9, pp. 1075-1088, Sep. 2003. 

[8] 	 A.'Makadia, V. Pavlovic, and S. Kumar, "Baselines for image annota­
tion," Int. J. Comput. Vis., vol. 90, no. I, pp. 88-105, 2010. 

[9] 	G. Nasierding, G. Tsoumakas, and A. Z. Kouzani. "Clustering based 
multi-label classification for image annotation' and retrieval," in Proc. 
IEEE Int. Cant Systems, Man. arid Cybernetics, 2009. 

[to] 	L.-D. Nguyen. G.-E.. Yap, Y. L., A.-H. Tan, L.-T. Chia, and 1.-0. Lim, 
"A Bayesian approach integrating regional and global features for 
image semantic learning," in Proc. 2009 IEEE Int. Cont Multimedia 
and Expo, 2009, pp. 546-549. 

[11] 	1. Y. Pan, H. I. Yang, C. Faloutsos, and P. Duygulu, "Automatic mul­
timedia cross-modal correlation discovery:' in Proc. 10th Int. Cont 
Knowledge Discovery ~ining, 2004, pp. 653-658. 

[12] 	 I.-H. Su, C.-L. Chou. C.-Y. Lin, and V. S. Tseng. "Effective image 
semantic annotation by discovering visual-concept associations, from 
image-concept distributioIrmodel," in Proc. 2010 IEEE Int. Cont Mul­
timedia and Expo, 2010, pp. 42-47. 

[13] 	 I.-H. Su, Y.-T. Huang, H.-H. Yeh. and V. S. Tseng, "Effective content­
based video retrieval using pattern indexing and matching techniques." 
Expert Syst. Appl., vol. 37, no. 7, pp. 5068-5085,2010. 

[14] 	1. Tang, H. Li, GA. Qi, and T.-S. Chu, "Image annotation by graph­
based inference with integrated multiple/single instan,ce representa­
tions," IEEE Dans. Multimedia, voJ.12,no.2,pp. 131-141,Feb.2010. 

[I5] 	V. S. Tseng, I.-H. Su, I.-H. Huang, and C.-I. Chen, "Integrated 
mining of visual features. speech features and frequent patterns for 
semantic video annotation." IEEE Trans. Multimedia. vol. 10, no. t, 
pp.260-267,Ian.2oo8. , 

[16] 	 V.,S. Tseng, I.-H. Suo B.-W. Wang, and Y.-M.Lin, "Web image anno­
tation by fusing visual features and textual information:' in Proc. 22nd 
Annu. ACM Synrp. Applied Computing, 2007, pp. 1056-1060. 

[17] 	L. Wu, S. C. H. Hoi, R.lin,l. Zhu, and N. Yu; "Distance metric learning 
from uncertain side information with application to automated photo . 
tagging:' in Proc. ACM Int. Conf. Multimedia, 2009, pp. 135-144. 

[18] 	L. Wu, S. C. H. Hoi, and N. Yu, "Semantics-preserving bag-of-words 
models for efficient image annotation," in Proc. 1st ACM Workshop 
Large-Scale Multimedia Retrieval and Mining in Conjunction With 
ACM Multimedia, 2009, pp. 19-26. 

[19] 	L. Wu. X.-S. Hua, N. Yu, W.-Y. Ma, and S. Li, "Flickr distance:' in 
Proc. ACM Int. Conf. Multimedia, 2008, pp. 31-40. 

(20] 	R. c. F. Wong and C. H. C. Leung, "Automatic semantic annotation of 
real-world web images," IEEE Trans. Pattern Anal.. Mach. Intell.• voL 
30, no. 11, pp. 1933-1944, Nov. 2008. 

[21] 	L. Wu, M. Li, Z. Li, W.-Y. Ma, and N. Yu, "Vllluallanguage modeling 
for image classification:' in Proc. ACM SIGMM Int. Workshop Mul­
timedia Infonnation Retrieval in Conjunction With ACM Multimedia, 
2007, pp. 115-124. 

[22] 	X. I. Wang, L. Zhang. F.ling. and W. Y. Ma, "Annosearch: Image auto­
annotation by search," in Proc. 2006 IEEE Computer SOCiety Conf. 
Computer Wsion and Pattern Recognition, 2006, pp. 1483-1490. 

[23] 	X. I. Wang, L. Zhang, X. Li, and W. Y. Ma, "Annotating images by 
mining image search resUlts," IEEE Trons. Pattern Anal. Mach. IntelL, 
vol. 30, no. 11, pp. 1919-1932, Nov. 2008. . 

(24] 	C. Yang. M. Dong, and 1. Hun, ''Regioll:based image annotation 
using asymmetrical support vector machine-based multiple instance 
learning:' in Proc. 2006 IEEE Computer 'Society Conf. Computer, 
Vision and Pattern Recqgnition, 2006, pp. 2051-2063. 

[25] 	H.-l.Zeng,Q.-C.He,Z.Chen, W.-Y.Ma.andI.Ma, "Learningtocluster 
web search results;' inProc. 27thAnnu. Int. ACMSIGIR Cont Research 
and Development in Infonnation Retrieval, 2004, pp. 210-217. 

Ja-Hwung Su received the PhD. degree from the 
Department of Computer Science and Information 
Engineering at National Cheng Kung University, 
Tainan, Thiwan, in 2010. 

He is a postdoctoral fellow in the Department 
of Computer Science and Information Engineering 
in National Cheng Kung University. His research 
interests include data mining, multimedia mining, 
web mining, and data warehousing. 

Cbien-Li Cbou received the M.S. degree in the-De­
partment ofCoruputer,Science and Information Engi­
neering at National Cheng Kung UniverSity, Tainan, 
Thiwan. He is currently pursuing the Ph.D. degree in 
the Department of Computer Science and Informa­
tion Engineering at National Chiao 1\mg University, 
Hsinchu, Taiwan. 

His research interests include data mining and mul­
timedia mining. 

http:W.-Y.Ma.andI.Ma


538 

Chlng-Yung Un received the B.S. and M.S. degrees 
from National Taiwan University, Taipei, in 1991 
and 1993, respectively, and the Ph.D. from Columbia 
University, New York. in 2000. all in electrical 
engineering. 

He is a Research Staff Member at IDM T. J. 
Watson Research Center and the mM Lead of Social 
and Cognitive Network Science Academic Research 
Center, Hawthorne, NY. He was an Affiliate As- . 

.sistant and Associate Professor in the University 
of Washington. Seattle. from 2003 to 2009, and is 

an Adjunct Associate Professor in 2005-2006 and Adjunct Professor since 
2010 in Columbia University. His research interest includes network science, 
multimedia security. and multimedia retrieval. He has been focusing on 
innovating new research paradigms of utilizing multimodality analysis on the 
social science domain. 

*Pff5'JU : lti~'IW~* 

ftEl: Ji~f~ 

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 13, NO.3, JUNE 2011 

Vmcent S. Tseng (M'll) is a Professor in the 
Department of Computer Science and Information 
Engineering at National Cheng Kung University 
(NCKU), Tainan. -Taiwan. Before this, he was a 
postdoctoral research fellow in thw University of 
California at Berkeley during January 1998 and July 
1999. He has also acted as the Director for Institute 
of Medical Informatics of NCKU since August 2008. 
He has a wide variety of research interests covering 
data mining, biomedical infonnatics, multimedia 
databases. mobile. and Web technologies. He has 

published more than 200 research papers in referred journals and international 
conferences, and has held/filed more than IS patents in the USA and Taiwan. 



m f 1 l'{ (;t!< f 3 l'{) 

*Jlffl.lU : ~~~f:I* 

f3f. §: Jimf3f.tx~ 

Inside Risi{s 
The Growing Harm of 

Not Teaching Malware 

Revisitingthe need to educateprofessionals 
to defend against malware in its variousguises. 

T THE RISK of sounding a 
byte alannist, may I call to 
your attention the extreme 
threat to our world posed 
by cyberwar, cyberterror­

ism, and cybercrime? Cyberattacks 
are already numerous and intricate, 
and the unquestionable trend is up. To 
grasp the likelihood of these threats, 
consider the similarities between 
physical and virtual violence. Before 
attacking the U.S. on Sept. 11, 2001, 
terrorists rehearsed their assaults on a 
smaller scale at the World Trace Center 
and in several more distant venues. 

Since that infamous date, parallel­
ing physical attacks, cyberstrikes of 
increasing severity have been carried 
out against many targets. A few small 
nations have been temporarily shut 
down. These attacks are proofs of con­
cept waiting to be scaled up. I hope cy­
bersecurity is on governments' front 
burners. We ought not wait to react 
until a devastating cyber-onslaught is 
unleashed upon us. 

Six years ago I wrote a Communica­
tions Inside Risks column urging that 
viruses, worms, and other malware 
be taught ("Not Teaching Viruses and 
Worms Is Harmful," Jan. 2005, p. 144). 
The goal ofthat column was to involve 
future generations of computer pro­
fessionals in the expanding global 
mal ware problem and persuade them 
to help curb it. Six years later, malware 
is still not being taught. And the prob­
lem is now much worse. 

Malware Evolution 
During the first decade of the 21st cen­
tury the malware problem has evolved 
in two significant ways. Gone are the 
lethal but simplistic payloads, pro­
duced by improvised, amateur scripts. 
Gone also are the idiots savants who 
cut-and-pasted such scripts. Carders, 
script kiddies, spammers, identity 
thieves, and other low-level miscreants 
will probably and deplorably never be 
completely gone. Gangs of much bet­
ter trained programmers have largely 
replaced the individual crooks and 
nuisance makers. These gangs ply 
their trade for or in behalf of political 
syndicates, organized crime cartels, 
and government-sanctioned but un­
acknowledged dark ops. Some nation­
states covertly train and support them. 

What began as gross mischief 
evolved into criminal activity. Rather 
than erasing a hard disk drive, why not 
steal the data stored on it? Or encrypt 
the drive and extort a ransom for de-

Today's malware 
is a killer app: 
obfuscated, often; 
clumsy, never. 

crypting it? Or hijack the users' com­
puters? Today's malware is a killer 
app: obfuscated, oftenj clumsy, never. 
A medley of viruses, wonns, trojans, 
and rootkits, it is clever, enigmatic­
a sly hybrid. Its bureaucratic compo­
nents (such as installers and updaters) 
are examples of automated elegance. 

Identity theft, botnetting, and many 
other forms of trespass and larceny 
continue. Coupled with negligence by 
institutions that are supposed to safe­
guard our privacy, the picture is bleak. 
Malware launchers seem to be always 
ahead. And their products are no lon­
ger stupid capers but skillful software 
packages. These are valuable lessons 
that are not being understood by us, 
the victims. 

Malware perpetrators have clearly 
mastered these lessons. Trading local 
pranks for global villainy, the perps 
are readying their next steps on the 
international political stage, where 
cyberspace is a potential war zone 
in-the-making. Inadequately capable 
of defending ourselves from being 
burgled, we are easy targets for evil ge­
niuses plotting fresh hostilities. 

We cannot protect ourselves from 
what we do not know. We must not re­
main stuck in a weak, purely reactive, 
defensive mode. New malware should 
no longer be an unexpected, unpleas­
ant surprise. And we must be embar­
rassed when anti-malware products 
cause more problems than they solve. 
As human beings, we have a duty to 
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make our world a better place. As 
computer professionals, we must do 
our fair share to stanch malware and 
prevent cyberwar. 

Dealing with Malware 
The malware problem must be dealt 
with on many fronts, proactively. 
Ideally, we should anticipate and be 
prepared for new malware. On the re­
search front, funding agencies should 
follow DARPA's example. If synthetic 
genomics-the fabrication of new ge­
netic material-merits $50 million in 
grants per year, so should exploration 
of new, novel, innovative malware. 

University classrooms and labo­
ratories should serve as locations for 
spreading malware literacy. Under­
standing is achieved only by doing. 
The most effective way to compre­
hend something is to program it. We 
cannot afford to continue conferring 
degrees to computer majors who have 
never seen the source code of viruses, 
worms, trojans, or rootkits, never re­
versed any malware binaries, and nev­
er programmed their own malware. 

Standard undergraduate com­
puter science curricula offer courses 
on many disparate topics, such as 
artificial intelligence and database 
systems. Students graduating with a 
degree in computer science are ex­
pected to have a solid acquaintance 
with various subjects that may not be 
their chosen specialty. Some gradu­
ates will dig deeper and become adept 
at these topics, but the mere fact that 
these topics are routinely taught to all 
undergraduate majors is in itself ben­
eficial, because future computer pro­
fessionals should not be completely 
ignorant in fields outside their areas 
of concentration. 

Teaching malware win not tum our 
students into specialists. Malware lit­
eracy is not malware expertise. How­
ever, unlike artificial intelligence or 
databases, unfortunately malware is 
not a standard undergraduate course 
or even a regular part of an elective 
computer security course. (Syllabi of 
computer security courses may pay 
lip service to diverse issues, includ­
ing malware, but such courses are 
overwhelmingly concerned with cryp­
tography.) This means we are matric­
ulating computer scientists whose 
knowledge of malware is roughly on 

a par with that of the general popula­
tion ofamateur computer users. 

Six years and many articles, inter­
views, and blogs later, the question, 
"Should we teach malware?" still 
evokes apprehension, trepidation, 
even dread. The answer, of course, is, 
"Yes, we should." Indeed, we must! It 
would be irresponsible not to have a 
single course dedicated exclusively to 
malware, or a course that studies vul­
nerabilities in general and malware 
in particular, or some other combina-

Visualization derived from disassembled code of MyDoom worm. 

tion, so that students completing the 
course will gain a deeper understand­
ing of malware. 

The apprehension, trepidation, 
and dread will not go away easily. 
Spreading viruses, worms, Trojans, 
and rootkits is dirty business. Pro­
gramming them may feel like doing 
something forbidden. Over the past 
six years, I've heard many concerns 
about the ethics of teaching malware. 
Taboos are difficult to dispel. For ex­
ample, the prohibition of dissecting 
cadavers held back medicine for cen­

turies. How else could aspiring phy­
sicians and surgeons learn anatomy? 
Today, life science majors are not nec­
essarily bacteriologists, parasitolo­
gists, or virologists, but all enjoy the 
benefit of a standard curriculum that 
offers exposure to microbiology theo­
ry and its laboratory practice. This is 
not the case with computer science 
majors, whose curricula omit theory 
and programming of malware. Sadder 
yet, undergraduates learn sorting, da­
tabase, and other theories, and carry 

out their corresponding program­
ming assignments, but do not take a 
similarly rigorous course on malware. 

Six years ago, when I proposed that 
not teaching malware was harmful, I 
was worried that new malware would 
attain greater sophistication, become 
much more complex, and that its 
force and impact would be felt more 
widely than those of its predecessors. 
Well, guess what? It has! 

The reason we cannot solve the 
malware problem is simple: We don't 
have a theory of malware. There are 
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textbooks on sorting aIJd searching, 
on database methods, on computer 
graphics. These textbooks present 
algorithms and source code listings. 
The many different techniques of 
sorting, for example, are analyzed and 
their implementations are examined 
thoroughly. Students are encouraged 
to explore new approaches to sorting, 
to improve on what is known, to push 
the limits of performance. Whereas 
such explorations are standard prac­
tice in areas such as sorting, they do 
not exist for malware. Malware was 
absent from nearly all undergraduate 
curricula six years ago and it is still ab­
sent, for essentially the same techni­
cal and ideological reasons. 

Technical and 
Ideological Requirements 
On the technical side, teaching 
malware requires knowing viruses, 
worms, Trojans, and rootkits, which 
obligates teachers to have read their 
source code, which in turn requires 
them to have the ability to reverse the 
binaries, and the facility to launch, 
run, and infect machines on an iso­
lated subnet. Having read a suffi­
ciently large, representative sampling 
of historic malware source code then 
leads to formulating various general­
izations to build a theory of malware 
that can be tested by writing deriva­
tive malware, new in a shallow sense 
but not necessarily innovative. These 
experiences then should culminate in 
inventing never-before-tried malware 
to foresee trends in cyberspace. 

On the ideological side, arguments 
range from "moral purity" to "alloca­
tion of responsibility." These argu­
ments are fueled by fear of the un-
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known, especially when the unknown 
is potentially toxic. Having one's 
reputation ruined by being labeled ir­
responsible, negligent, reckless, or in­
competent is a strong disincentive. It 
is difficult to imagine computer scien­
tists losing their professional standing 
or community esteem by demonstrat­
ing new multi-core implementations 
of Hatcher's sort, especially if it beat 
all current sorting techniques; but it is 
not difficult to conjure the poisonous 
politics ofunveiling new malware that 
would escape detection by all current 
commercial anti-malware products. 
Raising the stakes with powerful sort­
ing algorithms is a laudable, honor­
able endeavor; casting a spell with 
powerful new malware is considered 
undignified per se. 

That malware should be taught to 
computer science majors runs into 
a frequent and bothersome accusa­
tion-that we will be granting diplo­
mas to hordes of malicious hackers, 
aiding and abetting greater misbe­
havior than is being suffered already. 
Physicians, surgeons, nurses, phar­
macists, and other health profession­
als have the know-how with which to 
inflict pain, torture, and death. Every 
profession may have its "black sheep," 
but it is obvious that society benefits 
by having an absolute majority of re­
sponsible and caring professionals. 

Conclusion 
I began this column by calling your at­
tention to the forthcoming triple trou­
ble of cyberwar, cyberterrorism, and 
cybercrime. The last of the three-cy­
bercrime-is abundantly in our midst 

already. The other two menaces are 
works in progress. All three typically 
deploy via malware. (Human gullibil­
ity is, tragically, a contributing factor.) 
The preferred way thus far has been 
to exploit overlay networks or satura­
tion-bomb regions of the Internet to 
build a broad-based infrastructure of 
illegally tenanted user machines and 
servers-a large botnet, responsive to 
peer-to-peer and command and con­
trol communications. Such a botnet's 
unwitting foot soldiers-your and my 
machines-are powerful weapons in 
cyberspace, capable of mounting tar­
geted distributed denial-of-service 
attacks against individual users, in­
stitutions, corporations, and gov­
ernments. Hotnets built by worms 
can remain silent and undergo quiet 
maintenance and upkeep between 
bursts of activity. Botnet battles-ter­
ritorial disputes and turf fights-are 
vicious confrontations for supremacy, 
worth billions of dollars and euros. 
For nation-states, the cyber-arms­
race is on: those with the strongest 
malware will emerge as super-cyber­
powers. None of these near-future de­
velopments can be wished away. And 
we continue to harm ourselves by not 
teaching malware. 

May we let thousands of talented 
young minds lie fallow until our igno­
rant denial ofthe problem can no lon­
ger be condoned? How much malware 
damage should we tolerate? Until 
universal infection is the status quo? 
How are we to respond to massive but 
very likely covert malware pandem­
ics? Would our response be capable of 
restoring and maintaining stability? 
More importantly, would we be able 
to verify the effectiveness of such a re­
sponse? 

Detecting and arresting malware 
and its launchers won't be easy unless 
we ramp up on all fronts, especially 
education. Millions of educated pro­
fessionals are our best defense. Class­
rooms can be constructive idea gener­
ators. Let's not wait another six years 
for important ideas, such as malware 
prevention and p~eemptive interdic­
tion, to be realized. II 




