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S

Introduction

S ome of the sunlight reaching earth is stored chemically
(as carbonaceous material) by plants, and over the past
billions of years some of this plant material has been
converted by geological processes to coal and oil. These fos-
sit fuels and the current carbonaceous biological miaterials
represent energy reserves, and this energy is in the form of
chemical potential, |

Unlockmg this chemical potential as best as we can means
using and transforming energy efficiently, Hence, if we do
not develop processes to effectively unlock this chemical
potential, we produce more carbon dioxide for a given
amount of product (whether it be fuel, electricity or chemi-
cals). If we do not use this chemical potential when the
transformations are taking place it is lost forever. Effectively
utilizing this chemical potential and limiting carbon dioxide
and other greenhouse gas emissions presents significant chal-
lenges and opportunities for chemical engineers. In this arti-
cle we will discuss’a systems approach to increasing process
efficiency, reducing energy usage and limiting “greenhouse
gas emissions. Recent theoretical tools are discussed that
allow one to look at the chemical plant as a whole, and,
thus, identify more efficient ways to run chemical processes,

The available strategies for reduction in carbon footprints
were discussed by Sheppard and Socolow.! They looked at
carbon capture and sequestration but made the point that
there were. other issues that needed to be addressed. In par-
ticular, process efficiency and carbon dioxide emission
reduction were mentioned, which are largely the domain of
chemical engineering.

-

Cumsporuienco conceming this asticle should be addressed to D, Glasser at
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Careful design and operation of chemical plants can lead
to reductions in waste generation, work consumption and
carbon dioxide emissions. If the generation of pollutants can
be minimized at the source one reduces the need for extra
materials and extra equipment used in subsequent purifica-
tion steps. In many cases, progress is hindered by a lack of &
quantitative description of what is the highest efficiency,
least amount of energy (heat and work), or lowest amount of
carbon dioxide that can be achieved for a particular process.
Without being able to answer such simple questions it is
hard to make good decisions.?

A chemical plant is a complex system made up of many
units each of which have their own operating conditions
and constraints. Chemical engineering has traditionally
looked at the plant as a collection of these units.>* The
way these are put together into a flow sheet is usually via
experienced designers who, since the advent of the com-
puter, use simulation packages to iry to optimize the cper-
ating conditions, There have been attempts to automate
flow sheet design by defining superstructures that include
many units with complex interconnections, Mathematical
programmmg is then used to solve for the optimum flow
sheet.*®7 These are very large and complex problems, and
one is often not sure the program has converged to the
best solution or that the original superstructure was rich
enough. Thus, the question that often remains is, was there
a better flow sheet? Is there one that can use less energy
or work and emit less carbon dioxide? In order to be able
to come up with an optimum flow sheet new tools are
needed to be able to synthesize and compare different flow

. sheets. One may ask how this state of affairs came about

and how are we fo remedy it?
Another approach involves utilizing physical and thermo-
dynamic principles to set targets prior to synthesizing a flow

. sheet. Pinch analysis in one of the most well known means

Vol.'55, No. 9 AICHE Journal
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of setting targets.® It is based primarily on the first law of
thermodynamics. Initially pinch analysis was applied to the

“synthesis of heat exchanger networks for fixed processes

(processes with an existing mass and energy balance).
Based on the mass and energy balance, targets for the min-
imum energy consumption can be determined ahead of the
detailed design of the heat exchanger network, In recent
years, the use of pinch analysis has become much more
extensive.® It has been applied to utility targeting, low
refrigeration system design, distillation column profiles,
cogeneration systems and total site integration, emission
targeting and baich process integration.'®!! Another impor-
tant developmem was the synthesis of mass exchange net-
works (MEN) The purpose of these mass exchange net-
works is to transfer certain species from a set of rich
streams to a set of lean streams. Mass exchangers are units,
which employ mass separating agents in a countercurrent
fashion to effect a transfer of wastes from a waste stream
to the mass separating agent (for example, absorbers, strip-
pers, ion-exchange units). The MEN concept has been
exiended to solve a much broader range of problems,
including pol]utlon prevention and water and wastewater
minimization.

How the individual units and subsections of a chemical
plant and their operating conditions interact is not so well
understood. If we are to try to identify these interactions
and the consequences for improved operation of the plant,
in particular energy and work utilization and carbon dioxide
emissions, new tools that can look at the plant as a whole
have to be developed. Instead of looking at the plant with a
microscope and focus on optimizing equipment we need to
use a telescope and focus on the chemical plant as a system.
Thus, before deciding whether we can transform a plant that
is say 60% carbon efficient to 65% efficient we should be
able to answer the question, can we make it 100% carbon
efficient or even 120% carbon efficient, i.e., actually con-
sume carbon dioxide in the process. This article looks at
some of these developments and how they can and should
be used to increase process efficiency and thus reduce car-
bon dioxide emissions,!>'$474849 1n the first instance one
would like to understand, for a process, what is the best that
one- is able to achieve (for instance, minimum energy or
work flows or carbon dioxide emissions) for a particular
chemical plant? We call this the target for the process. If
we are in a position to calculate these targets we will be in
a position to compare different flow sheets on a consistent
basis,

We will illustrate what can be done via a case study. Let
us assume we are to make methanol from methane and see
how we may go about synthesizing such a process and sce
how the decisions we make either consciously or by default
affect the carbon dioxide emissions. We choose this as a
case study because it is fairly simple in principle, but rich
enough to show many of the benefits of computing targets.
Clearly if we are to calculate targets for a new process we
want to do this with the minimum of information and not
spend too long doing this, For an established process we

. would also like to be ableto assess what has caused our car-

bon dioxide or other emissions to be higher than the target,
and, thus, try to assess what actions, if any, we can take to
reduce them,

AICHE Journal September 2009 Vol. §5, No. 9
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Tools

The tools that can be used to evaluate a process are essen-

tially four,'"2° These are as follows:

1. The process mass balance.

2. The process energy balance.

3. The process work balance. This is based on entropy
and Gibbs energy.

4. The thermodynamics of the reactions in the system
through the method of Solvay clusters.

The information needed to use these tools are the molecu-
lar masses, enthalpies and Gibbs energies of formation and
the heat capacities of the substances involved. For most
common substances these data is usvally available in data-
bases. Even though mass and energy balances are commonly
used in designing chemical processes, the way they can be
used to do process synthesis is somewhat different from the
traditional approach, The question is not what ig the mass
balance for the plant? Rather we ask what we would like the
mass balance to be. This mll become clearer in the case
study.

Although the first law of thermodynamics {(or energy
balance) can provide one with a target for the minimum
energy requirement {in terms of heat and work), it has its
limitations in that it does not allow one to differentiate
between different forms of energy, and does not allow
one to determine if the energy is being used efiiciently.
The use of the second law of thermodynamics, in conjunc-
tion with the first law is more useful for analyzing chemi-
cal processes. It has been successfull gyhcd in analyzing
and improving existing flow sheets.2*%42* Unforunately,
its use in the synthesis and design of processes has not
been extensive.

If we consider a chemical plant operating in an ambient
environment where all the mass and energy flows are
accounted for, we can consider this to be our universe, If
the plant is to operate at all, the second law of thermody-
namics insists that the entropy chdnge must be greater than
or equal to zero, where zero refers to a reversible process
and is the limit of operation. This can be shown to be equiv-
alent to the Gibbs energy for the procmes bcmg less than or
equal to the work added to the process.”® If we add more
work than is necessary and do not recover it we degrade
this work and waste energy, and the usual consequence of
this is we emit more carbon dioxide than is necessary. This
is because in order to make up for this unutilized {lost)
work, we needed to have bumt some fuel. Thus, the second
law providcs us with a feasible target, to try to achieve,
in order to increase efficiency and reduce carbon dloxxde
emissions.

Now it is extremely unlikely that any particular process
will initially be close to reversible. Furthermore, even revers-
ible processes may need work to be added or removed from
the process, and one will almost certainly also have to either
add or remove heat from the process. It, therefore, makes
sense to first ask if we can either supply or remove the
required work with this heat. Remember that the work con-
tent or quality of the heat depends on its temperature, thus,
in order to assess the work content of a stream we need to
know its temperature. Or looking at this in reverse we may
ask what must the temperature of the stream be in order to

DOI 10,10602/aic 2203
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‘Table 1. Process Mass, Enthalpies, Gibbs Energies and
Carnot Temperatures for Processes 1 and 2

AH AG, Teamor -
Process Mass Balance (Fmol)  (jmal) )
1, CHgy+H;0g, — 122.03 121.58 80811
CH;O] Hu) + H
2. CHyg + 1s Oy — —163.81 ~115.55 1012
CHSOH(I) .

match the heat and work requirements of the process, and,
thus, without adding extra work, make it reversible. Putting
in or removing heat at a temperature other than ambient is
analogous to using a heat engine to supply or remove the
work we require to run the system reversibly. This tells us
that we can view a.chemical plant as a heat engine.!”

By looking at the overall process we may come up with &
scheme where the reactions we propose are not thermo-
dynamxcally feasible or do not give us the product we
require in the correct proportions. The method of Solvay
clusters can be used to solve this problem. This will also
help us to decide and understand why certain processes can-
not be done i a smgle step but must be broken down into
multiple steps. This again involves the idea of a heat engine.
This point should again'become clearer from the case study.

The main reason for doing a case study is that it is easier
to illustrate the ideas and the methodology than to stipulate
a set of guidelines to use these methods.

Case Study

Let us suppose we have a natural gas feed that we-will ap-

proximate as methané and we wish to make methanol from
it. We suppose we will use. as our source of oxygen either
air or water. In the former case it is only the oxygen that
enters the process mass balance although if we do not
remove the nitrogen it will act as a diluent. The process
mass balances are given in Table 1, There are other possible
mass balances including linear combinations of the two in
Table 1, but we will not consider them here as we assume
we only have access to oxygen and water as feed materials.

 We note these aré the mass balances for the entire process,
and do not necessarily represent individual reactions occur-
ring in the process.

Let us consider a simple’ process where both the feed to
the process and the products from the process are at ambient
conditions (both pressure and temperature). In this case our

. energy balance for the plant is

AHppss = Q+ W W

here’ AHpoceq I8 the enthalpy change of the process from
*&feed to'products, Q is the actual heat added to the process, and
*ig the work added to the process.
.'I‘he work balance (or G balance) becomes -

AGpmeuss ~W S0 @

where AGpocess is the Gibbs energy change of the process
from feed to products,

2204 DOI 10,1002/aic
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The first thing we note is that Process 1 (see Table 1)
needs a lot of heat to be added to it as it is an endothermic
process. In order to add this heat we might need to bum
some of our methane. This would need to be taken into
account in our overall mass balance as it would effectively
be producing carbon dioxide. In order to perform a proper
analysis of the plant it is imperative to take into account the
carbon dioxide emissions of the utilities such as electricity,
even if they are imported, and, therefore, do not-at first sight
appear to be an integral part of the plant. The point is that
for instance the electricity would not have been made if we.
did not need it, and, therefore, its emissions are part of our
responsibility.

Furthermore as it stands Process 1 is also not a feasible
mass balance for the plant as it has a AGiupcess With & posi-
tive value, One would need to add very large amounts of
work to make it possible as it stands. Let us not discard Pro-
cess 1 as we could envisage it to be part of a more complex
process. ' '

Because we have spare hydrogen in Process 1 we could
envisage burning it to produce the energy we need

Hg(g)+ 1 / 202&) = HzO(l) 3

This supplies 285.84 kJ/mol of heat, which is more than
enough for the energy requirements for the process as evi-
denced by the value of AHceqs (see Table 1), Furthermore,
this provides 237.13 kJ/mol of work as compared to the
121.58 kJ/mol required for Process 1. We further note that
we now have water as the product of the process given by
Eg. 3 and we need water as a feed for Process 1, thus, we
can recycle the water and if we do this we get the process
shown :in Figure la. What we have done is to achieve the
overall mass balance of Process 2 (see Table 1} without try-
ing to oxidize the methane directly. This now has the mass
balance of Process 2, and, thus, is overall exothermic and so
no external heat.needs to be added and it also has a feasible
(negative) AGpocesss We do, however, note that Process 2
produces a lot of excess heat and work and we would like to
be able to use these.

One can use linear programming'® to show that in princi-
ple one can produce a plant that makes hydrocarbons (repre-
sented as —CHy—), as well as methanol in a plant that. pro-

duces zero carbon dioxide emissions and is . feasible

(AGproeess == 0) and produces 38 kJ/(mol of methane feed) of
exothermic heat. Such a plant is shown in Fxgure 1b, and the
overall mass balance is given in Eq. 4

CH + 0.483H,0 -+ 0.483C + 0.2580;
.= CH30H + 0483(~CH,—)  (4)

It is an exciting prospect to realize that by combining
plants one can potentially make significant savings in carbon
dioxide emissions, Of course how one designs such a plant
in detail is not yet clear, but what this gives is a target
against which to evaluate a more detailed design.

Getting back to our original processes we may ask the
question, by adding heat at some temperature is it possible
to match the heat and work requirements of the system. One
can show that Eq. 5 can be derived for this situation’’

September 2009 Vol, 55, No. 9 AIChE Journal
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Flgure 1. (3) A process not uslng dlrect oxidation of the
" methane to methanol that achleves the same over-
all mass balance, and (b) plant structure target for
maximum feaslble combined production of metha-
not and hydrocarbons with no carbon dioxide pro-
duction, using process described In Figure 1a asa

starting polnt.

T
AGproccss(TO} + TOSgcnemlzd = AGpmcexs (TO) ( - 'f.q) 6]

.

For a reversible process S,;m,,m is zero and so we have a

“relationship between AHjocess and AGpocsss With our only

free variable being T. The temperature at which this relation-
ship holds. is called the Carnot temperature. For Processes 1
and 2 the Camot temperatures are shown in Table 1. Clearly
the Carnot temperature for Process 1 is not feasible, while
that for Process 2 is quite high but in principle possible.
What we' have not done up to now is to evaluate the feasi-
bility of the process in terms of the actual reactions that
might take place. In order for a reaction to take place to a
reasonable extent we would need the equilibrium to be
favorable. Thus, we need the Gibbs energy of reaction, AGy
< ¢ where ¢ is some small positive number. We can then
use this fact to try to assess what reactions are thermody-
namically possible. What the method of Solvay clusters does

. is break the reaction species up into collections of species

that all satisfy the same atom balances and plot AG for each
Solvay cluster vs, temperature for each of these clusters.?® If
these lines cross then we have a temperature range to one
side where the reaction is passible and a temperature range
to the -other side where it is not, If they do not cross then
one of the clusters is not thermodynamically favored to form
from the other.

AICHE Journal September 2609 Vol 55, No. 9
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‘We can_easily understand this by drawing the diagrams
for the reactions for the two previous processes (see Figure
2). For Process 2 the results are shown in Figure .2b. The
line labeled CHy4 -+ 120, represents the AG of these compo-
nents as a function of temperature. Similarly the line labeled
CH;0H, represents the value of AG for this component, Both
CH, + 140, and CH,OH are Solvay clusters as they contain
all the same atoms as do all the other clusters (CO +2H,
and 34CH, + 1/4((202 + 2H,0)) shown on the diagram.
From the -diagram it is clear that going from methane and
oxygen to methanol has a negative AGg as the curve for
CH, + 140, is always above that for CH;OH. There, is,
therefore, the possibility of making methanol directly from
methane and oxygen, but a catalyst that can do this with
high selectivity has not yet been found. An examination of
the CH; + 1/20; and 34CH, + Y4(CO; + 2H,0) clusters on
the diagram shows that if we start with methane and oxygen
and allow some of the methane to go to carbon dioxide and
water, this is even more favorable (than going directly to
methanol), namely has an even lower AGg. However, we
can see that at a high enough temperature (above about
630°C—see point A .on Figure 2b) the CO +2H, cluster
becomes favored over the 3/4CH, -+ 14(CO; + 2H;0) clus-
ter. If the CO +2H; cluster is now taken to a low enough
temperature (below about 140°C—see point B on Figure
2b), and using a catalyst that would not favor carbon dioxide
and water production one can make methanol, This would
be a two step process where we start with CHy and O, and

Flgure 2. Plot of AG vs. temperature for the Solvay clusters
assoclated with (a) Process 1, and (b) Process 2,

DOTX 10.1002/aic 2205
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first produce CO and H, (syngas) at }ngh-temperature, ‘and
then produce CH3;OH at low-temperature,

We can repeat the analysis for Process 1 and the results
are shown in Figure 2a. Here it is not-in principle possible
to do the reaction in one step as'AGy is positive, but the
two step process is very similar to that for Process 2. Here,
the two-step process involves starting with CH; and H,O
and producing CO and H; at high-temperature and then pro-
ducing CH;0H and H, at low-temperature,

We may ask why is it that the two-step process in the latter
case is now feasible. This is because if we examine it closely
we see that we have a high-temperature endothermic process
followed by a low-temperature exothermic process. We can
deduce this from the slopes of the lines for the Solvay clusters
as these slopes are given by the Gibbs-Helmholtz equation
whose sign is determined by the enthalpy of reaction, AHg.
Putting in’heat at a high-temperature, and removing, it, a low-
temperature is nothing more than happens in a heat engine. In
this case, instead of the work being removed as shaft work it
goes into supplying the work that the process needs to make it
feasible. This work is not pat in as shaft work and so does not
appear directly in the G balance, however, the heats that sup-
ply this virtual work do appear in the energy balances. This
idea of a chemical plant being viewed as heat engine is a very
powerful one and will be explored further.

What we now have is a process that instead of having just
a single temperature in which we add or take away heat has
two such temperatures. In principle we could look at proc-
esses with three or more temperatures, but the more of these
we have the more irreversibilities we are likely to have, and
so we should probably stay with those with the smallest pos-
sible number.

' P}actical application

We can see that the ideas that have been used can lead to
targets for a process. How do we use these? Clearly we
would like to compare real or proposed processes with these
targets, and then try 'to identify why these have not met the

targets, and then use this information to improve the process.

Now for Process 1 as used in Figure la, we have shown
the potential benefit of recycling the water. In fact there is
no need to do this to achieve this objective as putting in
fresh water and removing the samie amount later achieves
the same objective. The sting in the tail is actually in the
words “the same amount”. In a complex plant with a com-
plicated process it may not be that easy to identify all the
water streams and check that we have “the same amount”,

Let us examine the consequences of not having “the same
amount”, Suppose we remove more water than we have put
in, This has an-immediate consequence for the overall pro-

.cess mass balance in the following way. If we remove more

water than we put in we are removing more oxygen and

- hydrogen. As carbon cannot build in the process we have to

rcmove‘it‘ and the only way this can be done is by removing
carbon dioxide to give the following mass balance

CHy+(1/2+43/ar)0,=(1—1/ar)CH30H+1/rCO, +1H,0 (6)

We can see the unintended consequence of removing r

molecules of extra water is that we have needed to add 3/r’

DOIX 10.1002/ai¢
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of extra oxygen to the process; we make 14r less methanol
and make !/ of unnecessary carbon dioxide. In a big and
complex plant it may not be easy to see this without making
a conscious effort to find this out. This not-only affects the
mass balance but it will affect the energy and work balances
as well. The consequence of removing too much water is
that we have effectively burnt some of our methane to water
and carbon dioxide and turned a process that already was a
net heat and work producer into one that was even more so
and reduced the carbon efficiéncy from one to (1-14r). If we
a want-to improve ‘the position we need to recycle both car-
bon dioxide and water. The problem is that they have to be
in the -proportions in Eq. 6. This may not be as easy as it
seems, as one must remember that one ‘has to include the
amount burnt in the utilities in the analysis, and the carbon
dioxide and the water for recycling may be recovered in dif-
ferent places. The consequences of not doing it correctly,

" however, will be more carbon dioxide than is necessary

being emitted.

From this analysis we can see that in principle the meth-
ane to methanol process should not emit any carbon dioxide.
In fact it should be a potential work and heat source. The
fact that the literature gives a carbon efficiency of about
75%, and a thermal efﬁcwncy of 60% suggests there is large

_room for 1mprovement. By looking at the flow sheet with-
. out understanding the targets it would be very difficult to re-

alize the need for these recycles:

In fact for the methane to methanol process, from a mass
balance point of view, one .could in principle use a feed of
3/s CHy + Y4 (CO2+ 2 H,0), thus, using up carbon dioxide.
In fact this could be a more efficient process overall as there
is a significant loss in AG in starting from CHy + 140,
However, to complete the evaluation of this process we need
to also focus on the value of AHjrocesse

We note that for processes that do not. work spontane-
ously, namely AGprecss = 0 we can in principle make them
work via adding work as shown by Eq. 2, Thus, for instance
& process that results in a decrease in the number of moles
of gas, can have work added to it by running at a higher
pressure. We can do & similar thing by running a recycle
process in which we are effectively addmg the work of )
separation.'® - :

Conclusions

As discusSed at the beginning, what we believe is needocl
is rather than examine the process through a microscope, it
needs to be looked at through a telescope. What this means
is oné needs to adopt a systems approach. The consequence

" of this is one is able to calculate targets for the process;

that is what is theoretically possible. By doing this it is
possible to compare different processes or flow sheets or
evaluate the process relative to what is done in practice.

* One is now in a position to see what has been done that

leads to high emissions. This opens up opportunities to put
the process together in such a way that emissions can be
reduced, in particular carbon dioxide. It fums out that
many of the savings are likely to come not from improving
the individual pieces of equipment but improving their
interaction.
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Introduction. Electrospinning is a technique that allows
production of polymeric fibers with diameters ranging from
uauometers to a few microns and thus with an inlerent high
surface-to-volume ratio,}* These fibers are finding potential
applicntions in drug defivery. tissue engineering, mambranes.
nanocomposites. ete. While electrospinning was initinlly used
to prepare disordered mats, it is now possible to produce aligned

. fibers using various coflectors.!24 However, it is importaat to

control not ouly the macroscopic aligument of fibers but also
their molecular orientation because it strongly influences most
mechanical, optical. and electrical properties of polymers.®
Conventional spinning methods allow the production of fibers
witht a very large wolecular oriemtation, leading to ulwahigh
modulus, but these are typically several microus or tens of
microns in diameter.® In contrast, the molecular orientation is
generally modest in electrospun nano- or wicrofibays. 268

An independent method for preparing highly stucrured
materials is the self-assembled formation of inclusion complexes
(IC) of polymeric guests inside a siall molecule host mauix.
For iustance, poly(ethylene oxide) (PEQ) has becn complexed
with urea, > ! mercuric chloride,’? cyclodextring,}? etc. In their
wea inclusion complexes, polymers are packed in one-
dimensional channels constructed from an essentially infinite
three-dimensional metwork of hydrogen-bonded urea wmol-
ecutles. ™ The polyiner chains are thus highly extended at the
wolecular scale. but they are uot aligued at the macroscopic
level,

I this work. we have used electwospinning to prepare highly
atiented and well-aligned fibers of the self-assembled inclusion
complex between wres aud high molecular weight (400 000
g/mioly PEQ. The IC was prepared by a cocrystallization method.
and the resulting 20% w/v suspension was electrospun, wnder
a 17 KV potential difference. onto a target composed of two
metallic counter electrodes separated by 2 5 e gap. The details
of the sample preparation. elecirospinning conditjons, and
sample characterization are provided in the Supporting hafonma-
tion. To our knowledge, it is the first time that such IC fibers
were prepared and characterized,

Results aud Discussion. Figure 1 shows a crossed-polarized
optical wicrograph of a sample obtaiued by electrospinning the
PEO~urea IC suspension. Cylindrical fibers having a 1—2 am
diameter are observed, clearly demonstrating that the PEO~
urea inclusion complex can form fibers in spite of its rather
poor fibu-forming properties, The fibers do ot show auy
beading and are mostly continuous over the 5 cin gap between
the counter electrodes. A few breakage poiuts can ueverthieless
be observed, most Likely because of a Ligh level of crystallinity
(vide infra) that makes the material brintle. The fibers wansuir
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Figure 1, Crosssed-polarized optical micrograph of electrospun fibers
of the PEG~ures inclugion complex.
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Figure 2. DSC thenmogramus of the bulk PEO. urea, and inchision

ecomplex {IC} as well as those of the pure PEC and PEO~urea IC
electrospun fibess,

light when observed wnder crossed polarizers, indicating that
they possess a significant level of molecular otientation.

For comparison. control PEQ fibers electrospun under similar
conditions had a diameter in the 400~700 nm range. This
significant difference can be explained by the large concentration
difference uecessary to reach a similar viscosity, 5% for pwre
PEO vs 20% for the inclusion complex, It is well accepted that
higher concentrations lead to fibers with larger diameters.!?
Interestingly. thermiogravimeric aualysis {se¢ Supponiug In-
formation) revealed a 3:1 urea:PEO mass miio. thus suggesting
a similar PEO concautration in both solutions. This comesponds
to a ~9:4 urea:PEO molar ratio. in agreenzent with the reported
value for this complex.?

Figure 1 shows that fibers can be electrospun. but it does
not establish that they are composed of the inclysion comsplex.
Figure 2 compares the DSC thennograms of the bulk PEQ, wrea,
and 1C as well as those of the pure PEO and IC electrospun
fibers. A siugle endothenuic peak, attzibuted to the welting of
the crystalline phase. can be observed for all samples, The
melting temperature of the bulk inclusion complex is found at
146 °C. clearly above those of pure PEO (69 °C) and pure urea
(136 °C) and in agreement with the literature value! The
ieltiug peak is observed at ~144 °C for the fibers electrospun
from the IC suspension, very close to that of the bulk sample,
It is thus a good indication that the fibers are truly composed
of the inclusion coplex. The melting temperature difference
between the fibers and bulk IC i3 similar to that (13 deg)
observed between the fibers and bulk of pure PEO,

These conclusions are supported by infrared spectroscopy
measuremnents (see Supporting Informnarion), Indeed, the infrared
spectra of the bulk IC and the electospun IC fibers are very
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Ftgure 3. (a) Wide-angle X-ray diffraction 28 diagrams for the bulk
and efectrospun fibers of the PEO-urea inclusion complex (IC) and
two-dimensional diffraction pattams of bulk IC (left inset) and
electrospun fibers (right insaf). (b) Azimuthal profile of the WAXD
pattern for electrospun PEQ—urea IC at 26 = 21,6°

siniilar but are markedly different from those of pure PEO and
urea, Tonelli et al. studied the infrared spectra of bulk PEO-~
uren IC and suggested that the urea bands are wodified by the
new hydrogen-bonding network and that PEO chains adopt a
njore extended conformation than the usual trans—gauche—trans
(TGT) conformation fonnd in pure crystalline PEO around the
0=C~C~0 linkages."

It can be observed in Figure 2 thar the thennograms of the
bulk IC and of the fibers do not present any significaut wransition
at the melting temperanures of either pure. PEC or urea. This
indicates that the sample preparation procedure removed most
if not all free urea and PEO from the inclusion complex, In
addition, thermogravimetiic analysis (see Supporting Informa-
tion) of the fibers shows that the electrospinning process does
not alter the composition of the inclusion complex. The
arystallinity level could not be determined quantitatively because
the melting enthalpy of the 100% crystalline IC is not known.
However, the absence of a glass transition temperature and of
a crystallization exotherm suggests that the degree of crystal-
linity is large for both IC samples.

The two-dimensional WAXD patterns and 26 dingrams
obtained for the bulk and electrospun IC are showa in Figure
3a. Very similar 20 diagrams can be observed. indicating that
the cystalline stucture remains esseurially the same after
electrospinning. Both samples show intense and narrow dif-
fraction peaks and no siguificant amorphous halo. further
suggesting a high crystallinity level. It is noteworthy that the
most intense diffraction peaks of pure PEO (23.5°) and urea
{22.5°) are not observed in the X-ray disgrams, confirming that
no residual pure (crystalline) products are present.
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Table 1. WAXD Characterizaton of the Degree of Qrientation for
PEO ~TUrea Inclusion Complex Electrospun Fibers

26 peak (deg) 216 255 712

fwbh? (deg) 13 13 13
Prlcos ¢ 0.90 0.51 0.35
plane attribnticn® 102: 201: 012: 021 210: 120 212
2 Full width at half-hieight of the diffraction peaks in the azimuthal sean.
b Calculated based on the wiit cell data reported in ref 9,

In addition 10 providing struetural information, X-ray dif-
fraction can be used to probe the molecular orientation in
polymers. While a uniforny azimuthal intensity distribution is
observed for the bulk IC (left insct of Figure 3a), the electrospun
fibers present a highly inhomogeneouns diffraction intensity
disribution (right inset). The azimuthal scan for the 26 == 21,6%
diffraction plane of the electrospun fibers is shown in Figure
3b. A nawwow peak with a full width ar half-height (fwhh) of
~13° can be observed bLecause of the strougly anisotropic
distribution of the crystals in the fibers. Similar values are
obtained for the other intense 26 diffraction peaks. as shown in
Table 1.

The second-order moment of the orientation distribution
function of the c-axis, (Pa(cos ¢} was calculated to quantify
the molecular odeatation in the fibers, Because the (00)
reflection plane is not available, the orientation function was
calculated from other reflection planes, assuming uniaxial

symunety, as
) 3{eost ) — |

-

costo~ 1 2

{Py{cos @)}, = 3 O

where ¢ is the angle between the normal to the (#4]) plane and
the c-axis. Because the assignment of the (Akf) is not unique
for most diffraction peaks, the azimuthal angle of the peak
aximum was taken as . The average {cos? ¢} was calculated
Dy integrating the iutensity of specific 26 diffiaction peaks along
the azimuthal angle, ¢. as

it 2 s
() cos” ¢ sin @ dee
{cos’ gy = s . @
fg i) sin ¢ dg

Table 1 shows that an average {Py{cos ¢)), value of 0.89 is
obtained for the electrospun fibers of the inclusion complex.
This nnnsually large nolecular orientation is very close to the
maxinmm theoretical value of 1 that would be obtained for a
sample perfectly oriented along the reference direction’ In
contrast, a {Pa(cos ). value of ~0 would be obtained for an
isotropic sample, as for the bulk IC.

To the best of our kuowledge. it is the first time that such
high orientation level is reported not only for self-assembled
inclusion complexes but also for polymers in electrospun fibers,
The largest quantitative values we liave found in the literature
were obtained by Reneker and Clieng et al. for nanocomposite
fibers of poly(acrylonitile) (PAN) and muliwalled carbon
nanotubes (MWCNT),!Y {Ps(cos ¢)) values of 0,62 and 0.90
were obtained for the PAN and MWOCNT. respectively. It should
be noted that a rotating collector was used in these experiments
and imposed an ~8.4 m/fs linear velocity on the fibers. It was
shown for pure PAN fbers that increasing the take-up speed
from 0 to 9.84 /s increases the orientation function from 0 to
0.23,7 partly because of better macroscopic aligmment but also
because of drawing. In contrast. the PEO—wrea IC fibers
prepared in this work were collected berween two static metallic
rods. ensuring that no force acted on the fibers apart from the
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electrospinning process itself; Low molecular orientation values
were observed for electrospun fibers in aiost other studies, For
instance. Dersch et al. reported no orientation in poly(lactic acid)
fibers.? while a modest orfentation function of 0,092 was found
in efectrospun sitk fibroin.%

It is worth noting that the orientation functions of Table 1
were calculated assuming that all fibers are perfectly aligned
during the WAXD measureients, although Figure 1 shows that
this is not the case. The valnes obrained here are thus low
estimates of the molecular orientation. In future work, we will
attemwipt  detenmining the orientation of single fibers, thus
avoiding the nacertainties due to imperfect fiber aligrunent.
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